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5 Cluster GUI

Clustering improves system availability by propagating changes to different servers. In the event of a
failure of one of the servers, the others remain available for operation.

Clustering dpiui2 is implemented through database and file system replication.

Clustering capability is available from version dpiui2-2.25.9

Database Replication (DB)

Database replication is implemented using MariaDB Galera Cluster.

Galera is a database clustering solution that allows you to set up multi-master clusters using
synchronous replication. Galera automatically handles the placement of data on different nodes, while
allowing you to send read and write requests to any node in the cluster.

More information about Galera can be found at official documentation.

File system replication (FS)

File system replication is implemented using GlusterFsS.

GlusterFS is a distributed, parallel, linearly scalable, fail-safe file system. GlusterFS combines data
stores located on different servers into one parallel network file system. GlusterFS runs in user space
using FUSE technology, so it does not require support from the operating system kernel and runs on
top of existing file systems (ext3, ext4, XFS, reiserfs, etc.).

More information about GlusterFS can be found at official documentation

Installation and setup

Settings

All settings can be made in the dpiui2 .env file or in the GUI Configuration > Cluster Settings section.


https://wiki.vasexperts.ru/doku.php?id=en:dpi:dpi_components:dpiui:install_and_update:version_information#version_v2259_08_29_2022
https://mariadb.com/kb/en/what-is-mariadb-galera-cluster/
https://docs.gluster.org/en/latest/

Settings options:

GALERA PEER HOSTS is comma-separated list of Galera cluster hosts. The parameter determines
which nodes will be available to the Galera cluster.

lImportant: The main (master) node of the cluster must be placed at the beginning of
the list. This is important for initial cluster deployment.

CLUSTER_FS_PEER_HOSTS is Comma-separated list of GlusterFS cluster hosts. The parameter
determines which nodes will be available to the GlusterFS cluster.

lImportant: The main (master) node of the cluster must be placed at the beginning of
the list. This is important for initial cluster deployment.

CLUSTER_PRIMARY_HOST is the master node for Galera and GlusterFS. The parameter defines the
main node at the current moment. This parameter can be changed during operation if the main unit
fails for some reason.

Installing and running Galera

To install and start the Galera cluster, you need to run the following script under the root user on all
nodes of the cluster, starting from the master node:

sh "/var/www/html/dpiui2/backend/app bash/galera setup.sh" -a init cluster

I Important: before running the script on the master node, you need to back up the
database.




C!) I Important: before running the script, you must enter settings
C!) ! Important: there must be IP connectivity between cluster nodes.
C!) I Important: the script must be run as root

C!) ! Important: the script must be run first on the master node

I Important: you must wait for the script to finish executing on one node before
running it on the next one

Installing and running GlusterFS

To install and run the GlusterFS cluster, you need to follow the following steps as the root user:
1

Execute the script on all nodes in sequence:

sh "/var/www/html/dpiui2/backend/app bash/glusterfs setup.sh" -a
init gluster

The script will perform the initial installation of GlusterFS. Requires running on all cluster nodes.
2
On the main (master) node, execute the script:

sh "/var/www/html/dpiui2/backend/app bash/glusterfs setup.sh" -a init peers

The script will configure all cluster nodes. Requires running only on the master node. You don't need
to run on other nodes.

3

On the main (master) node, execute the script:
sh "/var/www/html/dpiui2/backend/app bash/glusterfs setup.sh" -a init volume

The script will configure the distributed storage and file system. Requires running only on the master
node. You don't need to run on other nodes.

4

Execute the script on all nodes in sequence:


https://wiki.vasexperts.ru/doku.php?id=dpi:dpi_components:dpiui:user_guide:admin_section:cluster:start#settings

sh "/var/www/html/dpiui2/backend/app bash/glusterfs setup.sh" -a mount

The script will mount the replicated directories to the distributed file system. Requires running on all
cluster nodes.

0 'l BaxHO: nepep 3anyCcKkoM CKpuATa Ha MacTep-y3ne, HeobXoAMMO BbIMONHUTb
U pesepBHOE KonupoBaHue KaTanora /var/www/html/dpiui2/backend/storage/.

(' I BaxxHo: Mepen 3anyckoM cKpunTa HeobxoamMo BHECTU HAaCTPONKN
C!) I Ba)KHO: Mexay y3namu Knactepa AosKHa 6biTb CBA3aHHOCTHL Mo IP.
C!) I Ba)KHO: 3anycK ckpunTa HeobxoamnMo BbIMOAHATL NOA NOMb30BaTENEM root

I BaxxHO: Heob6xoaMMO 00X AaTbCH OKOHYAHUSA BbINOJHEHNA CKPUMTa Ha OAHOM Y3/e,
npexae 4Yem 3anyckaTb ero Ha csiefytoliem

0 I Important: before running the script on the master node, be sure to back up the
/var/www/html/dpiui2/backend/storage/ directory.

C!) I Important: before running the script, you must follow settings
C!) I Important: there must be IP connectivity between cluster nodes.

(' I Important: the script must be run as root

I Important: you must wait for the script to finish executing on one node before
running it on the next one

Master server

BaxxHyto posib B KnacTepe urpaeT naBHbIA (MacTep) cepeep.
MacTep cepBep ycTaHaBnnBaeTcs HacTponkon CLUSTER PRIMARY HOST.

MacTep cepBep BbINOJHAET BClo (hOHOBOW paboTy dpiui2: B3anmMoaencTemne ¢ 0bopyaoBaHNEM,
CUHXPOHU3aLns aboOHEHTOB, ycnyr, TapngoBs 1 T.4.


https://wiki.vasexperts.ru/doku.php?id=dpi:dpi_components:dpiui:user_guide:admin_section:cluster:start#настройки
https://wiki.vasexperts.ru/doku.php?id=dpi:dpi_components:dpiui:user_guide:admin_section:cluster:start#settings
https://wiki.vasexperts.ru/doku.php?id=dpi:dpi_components:dpiui:user_guide:admin_section:cluster:start#настройки

OcTanbHble (slave) y3/bl He BbINOJHAIOT HUKAKNX (DOHOBbIX AEACTBUIA U HAaXOAATCS B peXnMe
0XXuaaHus. NMpu 3TOM K 3TW y31bl AOCTYMHbI 415 paboTbl: N0sb30BaTENN MOryT paboTaTb C 3TUMU
y3JlaMU TaKXXe KaK 1 C MacTep CEPBEPOM M HE YBUASAT pPa3HULbl. DTy OMNUMUI0 MOXKHO UCMOJIb30BaTh
Ans 6anaHCMPOBKM Harpysku, a Takxe ana obecnevyeHns bonee 3awMUEHHOro gocTyna.

Mpu BbIXO4E N3 CTPOS MacTep cepsepa, HeobxoanMo n3MeHnTb HacTpoky CLUSTER PRIMARY_HOST
N Ha3Ha4YUTb MacTepoM OPYyron cepsep.

The main (master) server plays an important role in the cluster.
The master server is set by setting CLUSTER_PRIMARY_HOST.

The master server performs all the background work of dpiui2: interaction with equipment,
synchronization of subscribers, services, tariffs, etc.

The remaining (slave) nodes do not perform any background activity and are idle. At the same time,
these nodes are available for work: users can work with these nodes in the same way as with the
master server and will not see the difference. This option can be used for load balancing as well as
providing more secure access.

If the master server fails, you need to change the CLUSTER_PRIMARY_HOST setting and make another
server the master.

Restart nodes

For normal operation of the cluster, 3 nodes (3 servers or virtual machines) are required.

If you start the cluster on only 2 nodes, there will be problems with restarting the nodes.

I Important: don't try to implement GlusterFS on only 2 nodes. The cluster requires a
3rd server - an arbiter. If you restart any of the 2 nodes, you will lose data.

Restart nodes

In normal mode, you can stop / restart 1 or 2 servers at the same time without consequences.

If you need to stop all 3 servers, you need to do it sequentially. It is advisable to stop the master node
last. You must first start the server that was stopped last.

If all 3 servers were stopped, you will need to initialize the Galera cluster manually:
1

Stop the database server on all nodes. To do this, run the following command

systemctl stop mariadb


https://wiki.vasexperts.ru/doku.php?id=dpi:dpi_components:dpiui:user_guide:admin_section:cluster:start#settings

2

Determine which server was stopped last (more information)

cat /var/lib/mysql/grastate.dat

Find the node that has safe_to_bootstrap = 1 or the highest seqno. For this node, run:
galera new cluster

For the rest of the nodes, do:

systemctl start mariadb


https://galeracluster.com/library/documentation/crash-recovery.html
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