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TpeboBaHusa K 0bopyaoBaHuIo

C!) He ycTaHaBnusanTe moaynb QoE Ha cepep CKAT (BRAS, NAT, DPI)!

MuHuManbHble TpeboBaHus

KOMMNOHEHT BO3MOXHO YCTaHOBUTb Ha VM nons nposegeHmMa TeCctoBs C MUHMMaJIbHbIMU TpEﬁOBaHVIﬂMVI:

HwnhE

Mpoueccop (CPU) 2.5TTu - 1 aapo

OnepaTmBHasa namsATb (RAM) - oT 16 'b

XecTkum guck (SSD kpanHe xenatenbHo) - oT 500 b

OnepaumoHHasa cuctema - Cent0S 8.x, VEOS, CentOS Stream 8.x, Oracle Linux Server 8.x,
AlmalLinux 8.x.

0 Ncnonb3ys VEOS, npu noabope obopynoBaHMa y4nTbiBaNTe MHGOPMaLMIO B pa3aene
MpumedaHus kK obHoeneHnsm VEOS

. Ceteas nnata (NIC) - oT 1Gbps

PekoMeHayeMble TpeboBaHMA Ha Kaxable 10Gbps nukosoro
Tpacdumka Ha DPI

N

. Mpoueccop (CPU) oT 2.5TTy - 6 agep
. OnepaTusHas namsATb (RAM) - 64 T'b

XecTtkuin guck (SSD kpaiiHe xenaTtesnbHo) - oT 500 I'b, cmoTpuTe nogpobHee pacyeT obbema
XPaHEHNS N PEKOMEHAALMN NO OpPraHM3aunmn XpaHeHns HKe

OnepaumnoHHasa cuctema - CentOS 8.x, VEOS, CentOS Stream 8.x, Oracle Linux Server 8.x,
AlmalLinux 8.x.

o Ncnonb3ys VEOS, npu nogbope obopynosaHnsa yumTbiBanTe MHGOpMaLnio B pasaene
MpumeyvaHus K obHosneHnsam VEOS

. Ceteas nnata (NIC) - 2x10Gbps. HeobxoauMo y4mnTbiBaTh, 4T0 KaxAablh DPI reHepupyeT IPFIX

NOTOK Ha ckopocCTu oT 0,5% [0 1% OT CKOpOoCTW peasibHOro Tpadmka. Takxe peKoMeHAyeTCs
06beanHaTb NopThl Ha QOE B LAG Ans 0TKa30yCTOMYMBOCTH.

Mpumep cepsepa QoE, koTopbin npuHuUMaeT IPFIX oT DPI gns 100Gbps nukosoro Tpaguka (in+out):
CepsepHas nnaTtdopma (2U, npoueccop AMD EPYC 7713 64 agpa, 512 GB RAM, HW RAID Controller, 2
x 960GB SSD RAID1 gnsa OC, 4x3.84TB SSD NVME RAIDO stripe default guckn + guckn HDD/SSD
RAID50 ons xpaHeHWs nog onpeaeneHHbln o0bbeM, 2x ceteBon agantep 2x25GbE, 2xbIM)

Kanbkynsatop obbema xpaHeHUA B 3aBUCUMOCTU OT CPpeAHECYTOYHON CKOPOCTHU
Tpaduka


https://wiki.vasexperts.ru/doku.php?id=veos:installation
https://wiki.vasexperts.ru/doku.php?id=veos:changelogs
https://wiki.vasexperts.ru/doku.php?id=veos:changelogs
https://wiki.vasexperts.ru/doku.php?id=veos:installation
https://wiki.vasexperts.ru/doku.php?id=veos:changelogs
https://wiki.vasexperts.ru/doku.php?id=veos:changelogs

CynTaeTCs, YTO CPEAHECYTOYHbIN Tpaduk cocTaBnseT 60% OT NMUMKOBOro CyMMapHoro (in+out)

Tpaduka.

B npneeneHHOM KaJibKyndaTope HeobXxoaNMO MeHATb 3HaYeHNe TpanI/IKa ona nonyvyeHusa obbemosB

XpaHeHus.

MoppobHbLIe peKoMeHpauum

CPU

OAuH npoueccop C NoadepXKon MHCTpykumin SSE 4.2 HavynHasa ¢ Intel
Nehalem n AMD EPYC Zen2 ¢ konnuecTtsom spep 4 u 6onee, 6azoson
TaKTOBOW YacToToM oT 2.5 I'My, M BbiWwe. BribrpanTe npoueccops! ¢ 6onbLINM
yucnom agep. TakToBas YacToTa MeHee Ba)KHa. Hanpumep, 16 sgep ¢ 2600 MI'y
nyywe, 4yem 8 agep 3600 Mlu,.

He otknioyante Hyper-threading n Turbo-Boost.

RAM

OT 16 I'b, Heobx0AMMO yCTaHABANBATbL MOAY/IM NaMATU BO BCe KaHabl
npoueccopa Ha MaTepPMHCKON niaTe. MamMaTu f0/KHO ObITh HE MEHbLLE, YEM
06bEeM 3anpallMBaeMbIX AaHHbIX. YeM 6obLUe NAaMATK, TEM NyYlle
NPOU3BOANTENBHOCTb NPU NOCTPOEHMMN OTHETOB. YeM bonbLue NaMATKH, TEM
MEHbLLIEe Harpy3ka Ha AUCK.

Bcerpa oTknovyante ann nogKayukm.

Disks

Ansa onTvMM3aunm CTOUMOCTM XPaHEHMA UCMONb3YeTCAa HECKOJIbKO TUMOB
LVCKOB:

1. default — 6biCTpble AUCKKN ANs NpMeMa AaHHbIX 1 OCYLLEeCTBeHMS npoLecca
arperauuu, pekomeHgyeTcs ncrnosb3osaTb SSD NVMe B RAIDO.

2. hot — guckn ons xpaHeHns B nepunofd Korna 6ynet 6onblias BEPOATHOCTb
3anpoca 0TYEeTOB M0 3TUM AaHHbIX, 00bIYHO 40 3 MecaueB, SSD onckm B
RAID-10, RAID-5, RAID-6 nnun RAID-50.

3. cold — menneHHble auckn 6onbLIoro obvema AN [OATOCPOHHOIO XPaHEHWS,
pekomeHayeTcs ncnonbsosatb HDD aucku B RAID-10, RAID-5, RAID-6 nan
RAID-50.

CpoK xpaHeHMs Ha Ka)XOoM ypOBHe 3a4aeTca B KOHpurypaumm yepes GUI.
MepemelleHne OaHHbIX MeXAy ANCKAMU N 04NCTKA AaHHbIX MPOUCXOaUT
aBTOMaTM4YeCKn B COOTBETCTBUMN C HAaCTPONKaMu. Takxe npenycMoTpeH
MexXaHW3M KOHTPOJ1S 3a NepenosiHEHNEM C LieNblo 3awmnTbl 6a3bl AaHHbIX.
OcCHOBHOWM 06BbEM AaHHbIX XpaHUTCS B KaTanore /var/lib/clickhouse. BpeMeHHble
naHHble (namnbl IPFIX) xpaHaTcs B kaTanore /var/qoestor/backend/dump. Ons
NyYLEen Npon3BOANTENIbHOCTY BaXKHO (PeKoMeHayeTCs), 4Tobbl 3TK KaTanoru
HaxXoAWSINCb Ha OTAENbHOM Aucke nan maccmse. CM. HacTporka SUCKOBOMO
NPOCTPaHCTBaA.

Ans pasmeweHmsa OC n MO QoE Stor HeobxoanMMo MCNONbL30BaTh 2 ANCKA
eMKOCTbI0 0T 25616, 06beamHeHHble B RAID 1 (3epkano). Heobxoanmo
ncnosb3oBaTh annapaTHbin RAID KoHTponnep.



https://wiki.vasexperts.ru/lib/exe/fetch.php?media=dpi:qoe_analytics:implementation_administration:requirements:qoe_stor_sizing_based_on_average_speed.xlsx
http://en.wikipedia.org/wiki/Nehalem_(microarchitecture)
http://en.wikipedia.org/wiki/Nehalem_(microarchitecture)
https://ru.wikipedia.org/wiki/Zen_2_(%D0%BC%D0%B8%D0%BA%D1%80%D0%BE%D0%B0%D1%80%D1%85%D0%B8%D1%82%D0%B5%D0%BA%D1%82%D1%83%D1%80%D0%B0)
https://wiki.vasexperts.ru/doku.php?id=dpi:qoe_analytics:implementation_administration:configuration_setup:disc
https://wiki.vasexperts.ru/doku.php?id=dpi:qoe_analytics:implementation_administration:configuration_setup:disc

Jlydwe nenatb HECKOJIbKO Y3J10B M 00 beANHATL UX B KNacTep:

GUI ymeeT onTMMU3MPOBaTh 3anpockl TakuM obpa3oM, 4Tobbl BCe Y3/bl CTPOMIIN
OTYeTbl NapasinesbHo.

IPFIX-6anaHCMpPOBLLMK NCNONb3YeTCa 419 PaBHOMEPHOro pacrnpeneseHuns
LaHHbIX Mo y3nam (roundrobin), TemM caMbIM CUBHO YJyyLUas

QoE Cluster NPON3BOANTENIbHOCTb CUCTEMBbI.

(LWapauposaHue) |[Mpu BbiIxoAe y3na U3 CTPos, banaHCMPOBLLMK aBTOMATOM DyeT IMTb faHHble Ha
ocTaBLlumecs y3bl. Obwas pekomMeHAaLma Takas: Kak MOXXHO DoJibLue y3/10B U
KakK MOXXHO MeHbLUe Mopumnmn faHHbIX Ha KaxxaoM. Torga y sac byper:

1. Bbicokaa npon3BoAnTENLHOCTD

2. XopoLlas 0TKa30yCTOMYMBOCTb

3. MacwTabupyemocTb (4epe3 nobasieHne y3/0B B KnacTtep)

CoBeTbl no 3kcnayaTauum ot Anpekc ClickHouse

CoseTbl No akcnayaTauum ot AHaekc ClickHouse Bbl MoXXeTe NpoYnTaTh MO CChIIKe
https://clickhouse.yandex/docs/ru/operations/tips/.


https://wiki.vasexperts.ru/doku.php?id=dpi:dpi_components:ipfix_balancer
https://wiki.vasexperts.ru/doku.php?id=dpi:dpi_components:ipfix_balancer
https://clickhouse.yandex/docs/ru/operations/tips/
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