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TpeboBaHusa K 0bopyaoBaHuIo

C!) He ycTaHaBnusanTe moaynb QoE Ha cepep CKAT (BRAS, NAT, DPI)!

MuHuManbHble TpeboBaHus

KOMMNOHEHT BO3MOXHO YCTaHOBUTb Ha VM nons nposegeHmMa TeCctoBs C MUHMMaJIbHbIMU TpEﬁOBaHVIﬂMVI:

HwnhE

Mpoueccop (CPU) 2.5TTu - 1 aapo

OnepaTmBHasa namsATb (RAM) - oT 16 'b

XecTkum guck (SSD kpanHe xenatenbHo) - oT 500 b

OnepaumoHHasa cuctema - Cent0S 8.x, VEOS, CentOS Stream 8.x, Oracle Linux Server 8.x,
AlmalLinux 8.x

Cetesas nnata (NIC) - oT 1Gbps

PekoMmeHpayeMble TpeboBaHMA Ha KaXable 10Gbps nukoBoro
Tpacdumka Ha DPI

N

. Mpoueccop (CPU) oT 2.51TL - 6 agep

OnepaTnBHasa namaTtb (RAM) - 64 I'b

. XecTkun guck (SSD kpaiHe xenaTtesbHo) - oT 500 I'b, cmoTpuTe nogpobHee pacyeT obbema

XPaHeHUsa 1 peKoMeHAaLUnn No opraHn3aLnm XpaHeHns Hnxe
OnepaumnoHHasa cuctema - CentOS 8.x, VEOS, CentOS Stream 8.x, Oracle Linux Server 8.x,
AlmaLinux 8.x

. Ceteas nnata (NIC) - 2x10Gbps. HeobxoanMo y4uTbIBaTh, 4TO KaxAablh DPI reHepupyeT IPFIX

noToK Ha ckopocTn oT 0,5% 00 1% OT CKOpPOCTK peasibHOro Tpaduka. Takxe pekoMmeHayeTcs
06beanHATL NopThl Ha QOE B LAG A5 0TKa30yCTONYMBOCTH.

Mpumep cepsepa QOE, koTopein npuHuMaeT IPFIX oT DPI gns 100Gbps nukoBoro Tpaduka (in+out):
CepsepHas nnatdopma (2U, npoueccop AMD EPYC 7713 64 appa, 512 GB RAM, HW RAID Controller, 2
x 960GB SSD RAID1 gnsa OC, 4x3.84TB SSD NVME RAIDO stripe default gucku + guckm HDD/SSD
RAID50 nns xpaHeHWs nog onpeaeneHHblin 06beM, 2x ceTeBon agantep 2x25GbE, 2xbIM)

Kanbkynatop odbemMa xpaHeHns B 3aBUCUMOCTM OT CPeaHEeCYTOYHOU CKOPOCTH
Tpaduka

CymTaeTcs, 4TO CpeaHecyTo4YHbIN Tpaduk cocTanaseT 60% OT NMKOBOro CymmapHoro (in+out)
Tpaumka. B npmBeaeHHOM KanbKynsatope HeobXoAMMO MeHSATh 3HaYeHMe Tpaduka Onsa NoayveHus
06BEMOB XpaHeHMs.


https://wiki.vasexperts.ru/doku.php?id=veos:installation
https://wiki.vasexperts.ru/doku.php?id=veos:installation

MoppobHbIe peKoMeHpauum

CPU

OAauMH npoueccop C nogaepXxkon nHcTpykumn SSE 4.2 HavnHas ¢ Intel
Nehalem n AMD EPYC Zen2 ¢ konu4ectBomM apep 4 u bonee, 6a3oBon
TaKTOBOW YacToToM OT 2.5 'y M Bbiwe. BoibupanTe npoueccopsl ¢ 6onbLINM
yucsaom aaep. TakToBas YacToTa MeHee Ba)kHa. Hanpumep, 16 agep ¢ 2600 My,
Jyduwe, 4em 8 anep 3600 Ml u.

He oTknioyante Hyper-threading u Turbo-Boost.

RAM

Ot 16 I'b, HeobxoaMMO yCcTaHaBAMBaTb MOAYJIM MaMATV BO BCe KaHanbl
npoueccopa Ha MaTePUHCKOM naaTe. MaMaTn 4OJHKHO ObITb HE MEHbLLE, YeM
o0bbeM 3anpalivBaeMbixX AaHHbIX. Yem Bonblie namMsaTh, TeM ny4yile
NPOU3BOAMNTENBHOCTb NPY MOCTPOEHMM 0TYETOB. YeM BonbLue namaTn, Tem
MeHbLLUe Harpyska Ha OuCK.

Bcerpa oTknioyanTe ann nogKauku.

Disks

Ans onTuMM3aLnm CTOUMOCTIN XPaHEHUS NCMOJIb3YeTCA HECKOJIbKO TUMOB
OUCKOB:

1. default — 6bICTpble ANCKM ONS NpUeMa AaHHbIX U OCYLLECTBIEHMS NpoLecca
arperauum, pekomeHayetcs ncrnosb3osate SSD NVMe B RAIDO.

2. hot — guckun gna xpaHeHus B nepuog kKoraa 6yget 601bLIas BEPOATHOCTb
3anpoca OTHYETOB MO 3TUM AaHHbIX, 06bI4HO A0 3 MecsAueB, SSD Ancku B
RAID-10, RAID-5, RAID-6 nnn RAID-50.

3. cold — mepneHHble anckn 6onbworo obbema Anaa 4ONrOCPOYHHOIO XPaHEHMS,
pekomeHayeTca ncnonb3osatb HDD gucku B RAID-10, RAID-5, RAID-6 nnn
RAID-50.

CpoK XpaHeHMs Ha KaXK0M YpOBHe 3aflaeTcs B KOH(urypauum yepes GUL.
MNepemelleHne faHHbIX MeXay OUCKaMU N 04MUCTKA AaHHbIX NPOUCXOAUNT
aBTOMATMYECKN B COOTBETCTBUN C HAaCTPOMKaMK. Takxe npefyCcMoTpeH
MeXaHWN3M KOHTPOJIS 3a NepenosHEHNEM C LeNblo 3alinTbl 6a3bl AaHHbIX.
OcHoBHOM 06BbEM AaHHbIX XpaHMTCS B KaTasore /var/lib/clickhouse. BpemeHHble
AaHHble (gamnbl IPFIX) xpaHaTcsa B KaTanore /var/qoestor/backend/dump. Ans
NyyLen NpomM3BOANTENBHOCTU BaXKHO (pekoMeHayeTcs), 4Tobbl 3TN KaTasiorun
HaxoOWNCb HA OTOE/bHOM OUCKe nnm maccmpe. CMm. disc.

Onsa pasmeweHmnsa OC n MO QoE Stor HeobxoauMo MCNobL30BaTh 2 ANCKA
eMKOCTblo 0T 2561b, 06beanHeHHble B RAID 1 (3epkano). Heobxoanmo
Mcnosb3oBaTh annapaTHbln RAID KoHTponnep.

QoE Cluster
(lWapanposaHue)

Jlydwe genaTtb HECKOJIbKO Y3/10B U 06BbeAnHATb UX B KNacTep:

GUI ymeeT onTUMN3NPOBaTb 3anpockl TakuM 0bpa3oM, 4Tobbl BCE Y3/bl CTPOMIN
0TYeTbl NapannesbHo.

IPFIX-6anaHCMpOBLLMK UCMONb3YeTCa 4S9 PAaBHOMEPHOro pacnpeneneHns
JaHHbIX Mo y3nam (roundrobin), TeM caMbiM CUALHO yy4Llas
NPOV3BOAMNTESIBHOCTb CUCTEMBI.

Mpwn BbIXOAE Yy3Na N3 CTPOSA, 6aNaHCMPOBLLMK aBTOMATOM byeT INTb AaHHbIE Ha
ocTaBLmecs y3nbl. Obwasn pekoMmeHAauns Takas: Kak MOXXHO 60bLue Y3108 U
KaK MOXXHO MeHbLUe MopLUMN AaHHbLIX Ha KaxxaoM. Torga y Bac bypert:

1. Bbicokas npon3BoanTeNIbHOCTb

2. Xopowas 0TKa3oyCcToN4YMBOCTb

3. MacwTabupyemocThb (4epe3 gobaBneHune y3noB B KJacTep)

CoseThbl no 3kcnnyaTauum ot Aupekc ClickHouse

CoseThbl no 3kcryaTauum ot AHaekc ClickHouse Bbl MoXXeTe NpoYnTaTh NO CChIIKe



http://en.wikipedia.org/wiki/Nehalem_(microarchitecture)
http://en.wikipedia.org/wiki/Nehalem_(microarchitecture)
https://ru.wikipedia.org/wiki/Zen_2_(%D0%BC%D0%B8%D0%BA%D1%80%D0%BE%D0%B0%D1%80%D1%85%D0%B8%D1%82%D0%B5%D0%BA%D1%82%D1%83%D1%80%D0%B0)
https://wiki.vasexperts.ru/doku.php?id=dpi:dpi_components:qoestor:configuration:disc
https://wiki.vasexperts.ru/doku.php?id=dpi:dpi_components:ipfix_balancer
https://wiki.vasexperts.ru/doku.php?id=dpi:dpi_components:ipfix_balancer

https://clickhouse.yandex/docs/ru/operations/tips/.


https://clickhouse.yandex/docs/ru/operations/tips/
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