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HacTpouka wapaupoBaHus, co3paHue
Knactepa QoE

QoE Stor moxeT paboTaTb B pexmMme WapAnpoBaHNS: rOPU3oHTaNbHOE MacliTabupoBaHme KnacTepa,
npuv KOTOPOW YacTu oaHOMN 6a3bl AaHHbLIX Pa3MeLLaloTCA Ha pa3HbIX Waphax (y3nax).

3a CYeT LapANPOBAHMS MOXXHO:

1. PacnpenenuTb Harpy3ky Ha BCTaBky IPFIX oT Heckonbkux DPI, pa3ma3biBas ee no ysnam.
2. B pa3bl yCKOPUTb MOCTPOEHNE OTHETOB 3a CYET YBEJIMYEeHNA MALLNHHBIX PeCypCoB-y3J/10B:
NOCTPOEHME OTHETOB BbIMOSHAET NapassieslbHO U CKIENMBAETCS B UTOMOBbIN OTYET.

1 Co3paHue Knacrtepa

Onda co3gaHusa knactepa QoE Stor Heo6xoaMMO Ha Ka)kA0M y351e NponucaTb HAaCTPONKK Y3108
KnacTtepa B panne /etc/clickhouse-server/config.d/qoestor-cluster-config.xml

OTpenakTupyinTe pann Ha 1-M y3ne

<?xml version="1.0"7?>
<yandex>
<remote servers>
<goestor cluster>
<shard>
<replica>
<host>127.0.0.1</host>
<port>9000</port>
</replica>
</shard>
<shard>
<replica>
<host>127.0.0.2</host>
<port>9000</port>
</replica>
</shard>
<shard>
<replica>
<host>127.0.0.3</host>
<port>9000</port>
</replica>
</shard>
</qoestor cluster>
</remote servers>
</yandex>

Ana Kaxxgon wapabl Hago ykasath IP xocTta unum ero ums. CoxpaHuTe nsMeHeHus.



CkonupyinTe hain Ha oCTaslbHble Y3/bl KNacTepa.

Mepe3anycTutb B[] komaHmon fastor-db-restart Ha kaxaom y3ne. Knactep rotos K paboTe.

MopT 9000 gonxeH BbITb OTKPBLIT Ha BCEX y3nax KnacTtepa (anpeBOsIOM BO
BHYTPEHHEN ceTu MexXay y3namu Kiactepa.

2 NobaBneHue knacrepa B GUI

1 NMoaknioyeHue MacTep-y3na

BoibepuTe, kakon y3en bygete ncnosb30BaTh B KayecTBe MacTepa. MoakaymMTe ero B HaCTpomKax
GUIL. BkntounTte pexxum kniactepa. CMOTpUTE CKPUH HUXKE.
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(!) MopT 8123 posmkeH BbITb OTKPLIT Ha BCEX Y3/1aX KiacTepa.

2 YnpaBneHue yepe3 SSH

B pasgene GUI AgumHuncTpaTop / ObopynosaHmne nobaBuTb BCe y3/bl AN4 yrpasaeHmsa no SSH.
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MepeHacTpouTb DPI gna otnpasku IPFIX Ha cooTBeTCTBYOLWME Y3/bl KacTepa QOE.
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