Table of Contents

B KAACTEP GUI ettt e e e e e e e e e et e e e e e e e e s s s e e r e
Pennukaumsa 6a3bl BAHHBIX (BIL) ...........oooiiiiiiiiiiii ettt e et e e e s aa e e raeens
Pennunkaumnsa pansioBom CUCTEMBI (DC) .............cccvvvviiiieeiieee e
YCTAHOBK@ M HACTPOMKA@ ...........ccccvvvieieeiiiiiiiee e e s iiite e e e e sttt e e e e sttt e e e e e st e e e e e s s bb e e e e e e s saaateeeeeenanaees

b= Ton o0 T OO TP PR TP TPUPPPPTN
YCTAHOBKA M 3AMYCK GAIEIA ...ttt e e e e e e
YCTaHOBKA N 3aMYCK GIUSLEIFS oo
7 Lo =T o B ol = o - - o
KOJIMHECTBO Y3JIOB ........ccoiiiiiie ettt ettt et e e e e et e e e e s e bttt e e e s e bbb et e e e s e bbb e e e e e nnees
TI@PE3AMYCK YBJIOB ..........c.evvieiee ettt s et e e e s e e e e e e st e e e e e s s bb e e e e e e s sntbb e e e e e e s annees
SAMEHA Y3JIA ..ot ettt e e e e e e et a e e e as






5 Knactep GUI

KnacTepu3auus noBbILaeT YPOBEHb AOCTYNHOCTM CUCTEMbI 3@ CHET PacnpoCTPaHEeHUS N3MEHEHNA
Ha pa3Hble cepBepbl. B clyyae BbIxoa U3 CTPOS OAHOI0 U3 CEPBEPOB ApYyrue oCTalTCa LOCTYMNHbIMM
onsa pabothbl.

KnacTtepusaums dpiui2 peanmsyeTcs 3a cHeT penankaunm 6asbl JaHHbIX U DanoBON CUCTEMBI.

B03MOXHOCTb Knactepusaumnm OOCTYMHa, Ha4yMHas ¢ Bepcuun dpiui2-2.25.9

Pennukauusa 6a3bl paHHbIX (B)

Pennnkaunsa bl peannsosaHa ¢ nomouwbio MariaDB Galera Cluster.

Galera - peleHue knactepusaumm 6a3 gaHHbIX, KOTOPOE M03BOJIAET HacTpamBaTb KJlacTepbl C
HECKOJIbKMMU MaBHbIMI y31aMu, UCNOJIb3ya CUHXPOHHYIO penankaumnio. Galera aBToMaTnyYeCcKm
obpabaTbiBaeT pa3MeLleHne faHHbIX Ha pa3HbIX Y3/1ax, NO3BOJIASA NPU 3TOM OTMNPaBIATb 3anpochl
4yTeHusa 1 3anucK Ha nobon ysen knactepa.

JononHuTenbHyo nHhopmMaumto o Galera MOXXHO HaNTU Ha CTpaHMLUE O(hULMANBbHON LOKYMEHTaL M.

Pennukauusa pannoBsomn cucremol (®C)

Pennukauus ¢hanioBon CUCTEMbI peasn3oBaHa ¢ nomoulbto GlusterFs.

GlusterFS — 3710 pacnpenenéHHas, napannenbHas, MMHENHO MacwTabupyemas annoas cuctema c
BO3MOXXHOCTbIO 3alnThl 0T cboeB. GlusterFS obbeanHseT xpaHUANLLa AaHHbIX, HaX0AALWMECs Ha
pa3HbIX CepBepax, B 04HY MapasjnenbHyto ceTeByto annosyto cnctemy. GlusterFS pabotaet B
M0JIb30BaTENbCKOM MPOCTPAHCTBE Npu nomoLm TexHonorum FUSE, noaToMy He TpebyeT noaaep)xku
CO CTOPOHbI AApa OnepaLmMoHHON CUCTEMbI U paboTaeT NoBepx CyLLeCTBYOLWMNX (PannoBbiX CUCTEM
(ext3, ext4, XFS, reiserfs n 1. n.).

JononHutenbHyo nHgopmaunio o GlusterFS MOXXHO HanTK Ha CTpaHuLUe ouULLnanbHON
LOKYyMeHTauumn

YcTaHOBKA U HAaCTPOMKa

HacTpounku

Bce HacTponkm MoXXHO NpoussecTu B .env ainse dpiui2 nnm B pasgene KoHgpurypauma GUI >
HacTponku knactepa.


https://wiki.vasexperts.ru/doku.php?id=dpi:dpi_components:dpiui:install_and_update:version_information#версия_v2259_29082022
https://mariadb.com/kb/en/what-is-mariadb-galera-cluster/
https://docs.gluster.org/en/latest/
https://docs.gluster.org/en/latest/

MapaMeTpbl HACTPONKM:

GALERA _PEER _HOSTS - cnincok xocToB kfiactepa Galera 4yepes 3anaTyto. [lapameTp onpepenser,
Kakue y3nbl ByayT AoCcTynHbl Knactepy Galera .

IBa)kHO: [NaBHbIA (MacTep) y3en kKnactepa HeobXxoANMO NOMECTUTb BHaYasle Cnncka.
9T0 Ba)XHO 4N19 NepBOHaYaIbHOr0 pa3BepThiBaHUS KiacTepa.

CLUSTER_FS_PEER_HOSTS - crnincok xocToB ksiactepa GlusterFS yepes 3anaTyto. NapameTp
onpefenseT, Kakue y3nbl 6yayT gocTynHbl Knactepy GlusterFsS.

IBa)xHO: NaBHbIA (MacTep) y3en Knactepa HeobxoaAnMo NOMeCTUTb BHaYasle Cnuncka.
9T0 Ba)XHO 4N19 NepBOHAYaIbHOr0 pa3BepThIBaHUS KiacTepa.

CLUSTER_PRIMARY_HOST - rnaBHbln y3en (MacTep y3en) ans Galera v GlusterFS. MapameTp
onpefenseT rnaBHbIN y3en Ha TEKYLUIA MOMEHT. [JaHHbIN napamMeTp MOXHO MeHATb B npouecce
3KCMyaTaunn, eCnm rnaBHbIn y3en no KakuM-To NpuYnHaM BeINAET U3 CTPOS.

YcTtaHoBKa M 3anyck Galera

[lns yCTaHOBKU 1 3anycka KnacTepa Galera, Hy)KHO Nnoj NoJsib30BaTesieM root Noc/e0BaTeNlbHO Ha
BCeX y3/1ax KJlacTepa, Ha4yMHas C MacTep-y3/a, BbINMOJAHUTL CKPUMT:

sh "/var/www/html/dpiui2/backend/app bash/galera setup.sh" -a init cluster

Il Ba)xHO: nepepn 3anyCcKOM CKpuMATa Ha MacTep-y3ne, HeobxoanMo BbIMOAHUTD
pe3epBHOE KonupoBaHue b/.




C!) I BaxxHo: [Mepen 3anyckoM cKpunTa HeobxoaMMo BHECTU HAaCTPONKN
C!) I BaXkHO: MexX Ay y3/n1amMu Knactepa A0/KHa ObITb CBA3aHHOCTL Mo IP.
C!) I BakHO: 3anyck ckpunTa HeobXxo4MMO BbIMONHATL NO4 NoJib30BaTenem root

@ I Ba)kHO: 3anycK ckpunTa HeobxoAMMo BbIMOJHUTL B MEPBYO 04epenb Ha MacTep
y3ne

I BaxxHO: Heob6xoaMMo 00X AaTbCH OKOHYAHUSA BbINMOJIHEHNA CKPUMTa Ha OAHOM Y3/e,
npexae 4YeM 3anyckaTb ero Ha csiefytoLiem

NoaKA4YeHNs no ssh) Ha Bcex y3nax. |-|pOI'II/ILLII/ITe 3TOT MapoJjib B pa3jenie

@ I BaXXHO: YCTaHOBUTE OAWHAKOBbLIA Maponb AN nosib3oBaTtena dpiui2su (gns
AomuHucTpaTop > ObopynoBaHMe Ha MacTep y3ne.

YcTtaHoBKa u 3anyck GlusterFS

Ina ycTaHOBKM 1 3anycka Knactepa GlusterFS, Hy)xHO noA nosib3oBaTesieM root nocienoBaTebHO
BbIMNOJIHATbL OAENCTBUS:

1 NMocnepoBaTesbHO Ha BCEX y3JlaX KaacTepa BbiMOJIHATL CKPUMT:

sh "/var/www/html/dpiui2/backend/app bash/glusterfs setup.sh" -a
init gluster

CKpuNT BbINOJHUT NepBOHavYanbHY ycTaHoBKY GlusterFsS.

2 Ha rnaBHOM (MacTep) y3ne BbiNOJHUTbL CKPUNT (Ha OCTabHbIX Y3/1axX KNacTepa 3anyckaTb He
TpebyeTcs):

sh "/var/www/html/dpiui2/backend/app bash/glusterfs setup.sh" -a init peers

CKpI/II'IT BbIMOJNIHUT HaCTpOIZKy BCeX Yy3J10B KnacTepa.

3 Ha rnaBHOM (MacTep) y3se BbiNOJHUTbL CKPUNT (Ha OCTaNbHbIX Y3/1axX KNacTepa 3anyckaTb He
TpebyeTcs):

sh "/var/www/html/dpiui2/backend/app bash/glusterfs setup.sh" -a init volume

CKpUNT BLINOJHWUT HACTPOMKY pacnpeneneHHOro XpaHuauwa n ¢anioBon CUCTEMbI Ha BCeX y3Nax
KnacTepa.



4 MocnepoBaTeNbHO Ha BCeX y3aaxX KJacTepa BbiNOJHUTb CKPUMT:
sh "/var/www/html/dpiui2/backend/app bash/glusterfs setup.sh" -a mount

CKpUNT BLINOJHUT MOHTUPOBAHME PENINLMPYEMbIX KaTaslOroB K pacrnpeneneHHon (hannoBoi
cncTeme.

pe3epBHOe KonuposaHue KaTanora /var/www/html/dpiui2/backend/storage/ n cainna

QE Il Ba)xHO: nepepn 3anyckoM CKpunTa Ha MacTep-y3ne, HeobxoAnMO BbINONHUTH
/var/www/html/dpiui2/backend/.env.

! I BaxxHo: Mepen 3anyckoM cKpunTa HeobxoamMMo BHECTU HAaCTPONKN
! I Ba)KHO: Mexxay y3namMu Knactepa Ao/KHa 6bITb CBA3aHHOCTH Mo IP.
C_ I Ba)KHO: 3anyck ckpunTa HeobXxoanMo BbINOAHATL NOA NOAb30BaTENEM root

I BaxxHO: Heob6xoaMMO 00X AaTbCA OKOHYAHUSA BbINOJIHEHNA CKPUMTa Ha OAHOM Y3/e,
npexae 4Yem 3anyckaTb ero Ha csiefytoLiem

MacTtep cepBep

BaXkHyt0 posib B KlacTepe urpaet 1aBHbIA (MacTep) cepsep.
MacTep cepBep ycTaHaBnmaeTca HacTponkon CLUSTER PRIMARY HOST.

MacTep cepBep BbINOJHAET BClO (hoHOBOW paboTy dpiui2: B3anmoaencTemne ¢ 06opyaoBaHNEM,
CUHXPOHM3aLna aboHeHTOB, ycnyr, Tapngos 1 T.4.

OcTanbHble (slave) y3/bl HE BbIMOAHAT HUKAKUX (DOHOBbLIX OENCTBUN N HAXOOATCS B pexunme
0XuaaHus. Npu 3ToM K 3TW y31bl BOCTYMHbI 415 paboTbl: Nosb3oBaTenn MoryT paboTaTb C 3TUMMU
y3/1aMu Tak)Ke Kak 1 C MacTep CEPBEPOM N HE YBUAAT pa3HMLbl. Ty ONUMIO MOXKHO MCMO0JIb30BaTb
Ans 6anaHCMPOBKM Harpysku, a Takxe ana obecrnevyeHns bonee 3awnWEHHOro AocTyna.

Mpwn BbIXOAE N3 CTPOA MacTep cepeepa, HeobxoanMmo n3MeHnTb HacTponky CLUSTER PRIMARY _HOST
N Ha3Ha4YUTb MaCTEPOM OPYron cepsep.

KonuyecTBo y3noB

Ons HopManbHoM paboTbl kKnacTepa Heobxoammo 3 y3na (3 cepeepa Uan BUPTYasbHbIe MaLLMWHBI).

Mpu 3anycke KnacTepa TONbKO Ha 2-X y3/1ax BO3HUKHYT Npobiiembl C nepesanyCckoMm y3J1oB.



KnacTepa Heobxoaum 3-i1 cepep - apbutp. MNpu nepesanycke nwboro n3 2-x y3nos,

O I BaxHO: He NblTanTecb peann3oBaTb GlusterFS Ha ToNbKO Ha 2-X y3nax. Ans
Bbl NOTEPSETE AaHHbIE.

lNMepe3anyckK y3/0B

B WwTaTHOM pexume Bbl MOXXeTe 6e3 nocseAcTBUA OCTaHOBUTL / Mepe3anycTuTs 1 unm 2 cepeepa
0[lHOBPEMEHHO.

Ecnn HeobxoaMmMo oCTaHOBUTL BCE 3 CEpBEPA, HYXXHO CAeNaTb 3TO NOC/ieA0BaTENbHO. XKenaTesbHO
MacTep y3ea 0CTaHaB/MBaTb NocneaHUM. Heobxoamnmo nepebIM 3anyckaTb TOT CEPBEP, KOTOPbIN Obi
OCTaHOBJIEH NOCNEAHUM.

Ecnm 66111 oCcTaHOBMEHbI BCe 3 cepBepa, NoTpebyeTcs nHuumMann3mpoBaTh knactep Galera BpyyHyto:

1 OcTtaHoBUTe Ha Bcex y3nax cepeep bJl. 115 3Toro nocnefoBaTeSIbHO BbINOJIHUTE KOMaHAY
systemctl stop mariadb

2 OnpepennTe, Kakon cepeep bbia 0OCTaHOBAEH NoCaeaHUM (gon. UHopMaLns)

cat /var/lib/mysql/grastate.dat

Hangute y3en, y kotoporo safe_to bootstrap = 1 unu Hanbonbwmm seqno. [ns 3Toro ysna
BbIMOJIHATE:

galera new cluster
Ins oCTaNbHbIX Y3108 BbINOJIHATE!

systemctl start mariadb

3aMeHa y3na


https://galeracluster.com/library/documentation/crash-recovery.html
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