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CGNAT. TpaHcnsauua ceTeBbIX aapecoB Ans
IPv4

3auyem NAT npumeHseTcs Ha npakTuke: TexHosorna NAT no3BonsieT 3KOHOMUTbL afpecHoe
NPOCTPAHCTBO IPv4 1 CHMXaeT BEPOATHOCTb B3/IOMa YCTPOMCTB, HaXoOALWMXCA B CETW onepaTopa
cBa3n. Ha CKAT gocTynHa HacTporKa ABYX PeXUMOB:

e CGNAT — TpaHchsumnsa ceTeBbIX afpecoB 1 MOPTOB MO3BOISET COBMECTHO NCMO/b30BaTb
ny6nnyHbIn IPv4 agpec HeCKOIbKMMK abOHEHTaMKN U NPOAJIEBAET UCMOJIb30BaHNE

OrpaHNYeHHOro agpecHoro npocTpaHcTea IPv4.
e NAT 1:1 — TpaHcnaumsa ceTeBoro aagpeca 181 No3BoNseT Ha3Ha4YUTb abOHEHTY C NpuBaTHbLIM IP

ny6nnyHbIn IP agpec 6e3 n3meHeHns HaCTPOeK Ha ero obopyaoBaHUM U Ha MapLLpyTU3aTope,
rOoe OH TEPMUHUPYETCS.

MpoBepuM Ha TecTax:

TecT 1. HacTtponka CGNAT un NAT 1:1 yepes CLI

TecT 2. HacTporka CGNAT n NAT 1:1 yepe3 GUI

TecT 3. HacTponka Bbirpy3ku NAT |og Ha BHELIHWIA KONIJIEKTOP U SIOKaNbHO B hann

YCcNnoBUsl TeCTOB:

( 1. YctaHoBka CKAT “B pa3pbiB”
b 2. TIK C NHTepHEeTOM, noakato4eHHOM Yepe3 CKAT.
3. CKAT pacnonoxeH mexnay asyms L2- nnu L3-ycTponcteamm npoBangepa

CPE R1 SSG R2 ISP network

l80.64.8.2/24 lgg.64.8.1/24 10.8.1.2/38 18.8.1.1/38

MpucTynaem K TeCTUPOBaHMIO. [eNCTBUSA MOrYT BbINOJHATLCS Kak B Fparuyeckom uHTepgdence
CKAT, Tak 1 yepe3 CLI. Bbibop cnocoba 3a KAMEHTOM, B MHCTPYKLUN NpeacTasieHsbl oba cnocoba

TecTt 1. HacTtpouka CGNAT u NAT 1:1 yepes CLI

Co3spaHue ycnyru NAT

Ha3HayeHwne ycnyrun NAT Ha aboHeHTa
Co3paHue obpaTHOro MapLupyTa
lMpoBepKa NPOXoXXAeHNa Tpadurka
BbiBOA MHOpPMaLMK O TPaHCAALMAX



1. CozpaHue ycnyru NAT (CLI)

Beooum KOMaHAY B KOMaHOHOM CTPOKE:

CGNAT

fdpi ctrl load profile --service --profile.name cg nat --profile.json '{
"nat ip pool" : "10.10.10.0/24", "nat tcp max sessions" : 2000,

"nat udp max sessions" : 2000 }'

NAT 1:1

fdpi ctrl load profile --service --profile.name bi nat --profile.json '{
"nat ip pool" : "10.10.10.0/24", "nat type": 1 }'

3Ha4YeHns B KOMaHae:

load profile — co3gaHue npoguns
service 11 — Homep ycnyru Ha CKAT, ansa ycnyru NAT 370 11
profile.name — Ha3BaHWe co3gaBaeMoro npogwunsa, cg nat nbi nat
profile.json '{ "nat ip pool" : "10.10.10.0/26", "nat tcp max sessions"
: 2000, "nat udp max sessions" : 2000 }' — HacTpouku npouns B hopmaTe json:
onat ip pool — nopcetn NAT-nyna 4yepes 3anatyto. Ecnm TpebyeTca nckno4nTb
KpalHme agpeca, MOXXHo 0obaBuTb B KoHel, ~ (10.10.10.0/24~), Toraa B nyse 6yayT
agpecac10.10.10.1n0 10.10.10.254.
o nat_tcp max sessions — MakCMManbHOe KOJMYeCTBO tCp ceccum Ha 04HOro
aboHeHTa.
o nat udp max sessions — MaKCUMasbHOe KONMYeCcTBO udp TpaHCNALMIA Ha O4HOrO
aboHeHTa.
o nat_type — pexum paboTbl NAT. 0 — ona CGNAT, 1 — gns NAT 1:1. Mo ymonyanwuio 0,
no3tomMy faHHoe none gssa CGNAT He ykasaHo.

2. HasHauyeHue ycnyru NAT Ha aboHeHTa (CLI)

CGNAT

Ha3HaveHune ycnyrn NAT Ha aboHeHTa Bo3Mo>HO no IP nan CIDR

Mpumep KOMaH4bl NOAKJI0YEHNs ycayru o IP:

fdpi ctrl load --service --profile.name cg nat --ip 100.64.0.1

MpumMep noaknoyeHns ycnyrmn Ha secb CIDR:

fdpi ctrl load --service --profile.name cg nat --cidr 100.64.0.0

NAT 1:1



MNpumep KOMaHAbl NOAKAOYEeHUs ycnyru no IP:

fdpi ctrl load --service --profile.name bi nat --ip 100.64.0.1
Mpumep noakao4eHns ycayrm Ha secb CIDR:

fdpi ctrl load --service --profile.name bi nat --cidr 100.64.0.0

3TuX KOMaHA A0CTaTo4YHO 415 HacTpoviku NAT Ha CKAT. Mpu 3Tom CKAT ro ymondaHuto paboTaeT B
pEeXXUME rpo3payvyHoro MocTa, To ecTb co3gaet NAT TpaHCaaUnn n HanpasBaseT Tpagpuk B obe
CTOPOHbI, HO HE y4acTBYyeT B MapLUpyTU3aLunu.

3. Co3paHue obpaTHoro mapwpyTta (CLI)

YT106bl 06paTHLIN Tpadumk B cTopoHy NAT nyna 6bin1 cMapwpyTusnposaH K aboHeHTaM, noTpebyeTtcs
co3naTtb MapwwpyT K NAT-nyny Ha cnegytouwiemM 3a CKAT mapLlupyTv3aTope 1 caenaTb 3TOT MapLlpyT
N3BECTHbLIM OCTaslbHbIM MapLUpyTMU3aTopaM CeTu.

PaccMoTpuM cuTyaumio, KOrga Ha MapLlipyTusaTopax, Mmexay KotopbiMn ctout CKAT, HacTpoeHa
CTblkoBOYHasA ceTb 10.0.1.0/30, IP Ha uHTepdence mapLupyTnlaTopa Co CTOPOHbI aboHeHTOB (R1) -
10.0.1.2, IP Ha nHTepgence mapipyTursaTtopa nocae CKAT (R2) - 10.0.1.1 (cm. cxemy).

ip route 16.18.18.8 255.255.255.192 18.8.1.2
router ospf 1
redistribute static subnets metric-type 1

CPE R1 55G R2 ISP network

lga.64.8.2/24 l88.64.8.1/24 18.8.1.2/38 WAT pool 18.18.18.8/26 lg.8.1.1/38
for CIDR 180.54.8.8/24

Ha mapwpyTtunsatope R2 notpebyeTtca HacTponTb MapwpyT K NAT-nyny. Anq cisco-like CLI HacTponka
byneT BbIrNAgeTb Tak:

conf t
ip route 10.10.10.0 255.255.255.192 10.0.1.2

Takxe noTpebyeTcs HaCTPONUTL peancTpubyumnio CTaTUYeCKNnX MapLIpPyToB, 4TO6bI 06 3TOM
MapwpyTe 6b1710 N3BECTHO HE TOMIbKO R2, HO 1 B OCTas/IbHOW CeTU onepaTopa. B cnyyae, ecnn

ncnonb3yetcs ospf:

router ospf
redistribute static subnets metric-type

fone 1B router ospf 1 — Homep npouecca OSPF Ha MapLupyTmM3aTope.
4. MpoBepka npoxoXXpaeHus Tpacduka n opueHtTauum uitepdgencos (CLI)

C TectoBoro lNK nposecTn nposepKy npumeHeHns NAT:



 [lpoBepuUTb AOCTYNMHOCTL poyTepa R2.
e BbiMONHUTL KOMaHAy ping 10.0.1.2. Ecnu R2 HegocTyneH, To Heobxoaumo nposepuTb
opueHTaumio nHTepgencos CKAT.

B In nHTepdenc nogknoveHsl aboHeHTbl, B Out nHTEephenc NogKIOHEeH NHTEPHET.
OnpenennTb rae Kakom NHTepdenc BO3MOXKHO NyTeM nepesoda nopTa, nogkno4eHHoro Kk CKAT, B
cocTtosiHne down Ha R1 1 BbIBECTU cTaTyC UHTepdencos Ha CKAT.

fdpi cli dev xstat|grep --no-group-separator -Bl "Link status" | paste - -
sort

Device 02: : Link status: link down

Device 02: : Link status: link up

MpoeepuTb cooTBeTCTBME B fastdpi.conf
Mpn HeobX0AMMOCTM M3MEHNUTL HaMpaBieHNe 1 CAeNlaTb PecTapT CepBUCa Yepes KOMaHay

service fastdpi restart

5. BoiBog uHopMmauum o TpaHcnaumax (CLI)

Mo kaxxgomy IP BO3MOXXHO cAeNlaTh BbIBOA TEKYLLEro COCToAHNA ycnyrn NAT.

MpocmoTp Yepes fdpi ctrl kKonmyecTBa akTUBHBIX CECCUI N Ha3Ha4YeHHoro 6enoro agpeca Ans
KOHKPETHOr0 Ceporo agpeca:

fdpi ctrl list status --service --ip 192.168.4.20

Pe3synbTart:
AboHeHTCKMe npmBaTHble IP-agpeca TpaHcaupytoTcs B MNybaunyHelie IP-agpeca.

TecTt 2. Hactpouka CGNAT u NAT 1:1 yepes GUI

e Co3paHue ycnyru NAT

Ha3HaveHwue ycnyrn NAT Ha aboHeHTa
Co3paHue obpaTHOro MapLupyTa
lMpoBepKa NPoxXoXAeHNa Tpaduka
BbiBOA MHOPMaLUKM O TPAHCNALMAX

1. Cospanume ycnyru NAT (GUI)

1. OTkpbiBaeM™ pa3nen YnpasneHue DPI/Ycnyru. Bknagka CGNAT. Co3naem lNpodniib € uMeHeM
cg_nat.
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3. 3aTeM HY>XHO aKTMBUPOBaTb AaHHYI0 ycnyry B CKAT HaxkxaTue kHonku Play. CtaTyc
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2. HazHauyeHue ycnyru NAT Ha aboHeHTa (GUI)

B ToM e pasgene “YnpasneHue DPI/Ycnyrn”, Bknagka CGNAT.

B npaBon KonoHke “AboHeHThl” nobasnsem aboHeHTa, BbIbMpaem Tun “6e3 npmneaskn”, seoamm IP
aboHeHTa, BbibUpaem 11 ycayry “CGNAT” nnm “NAT 1:1”, yka3biBaeM rasoyka “a” BKAOYUTb,
Bblbupaem npodunb, Haxxumaem “MpumeHnTs” 1 “CoxpaHnTs”.
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3TUx KomMaHA A0CTaTo4YHO A4 HacTpovikm NAT Ha CKAT. Mpu 3Tom CKAT no ymon4yaHuio paboTaeT B
pexume npo3payHoro MocTa, To ecTb co3gaet NAT TpaHCaaumm n HanpasaseT Tpaguk B obe
CTOPOHbI, HO HE y4acTBYyeT B MapLUpyTU3aLunu.

3. Co3paHue obpaTHoro mapwpyta (GUI)

[lencTeua Te xe, 410 U B N. 3 HacTponkn Yyepes CLI



4. MpoBepka npoxoXXpeHus Tpacduka n opueHtauum uitepgpencos (CLI)

C tectoBoro K nposecTun nposepky npumeHeHusa NAT:

e [IpoBepuUTb AOCTYMHOCTL poyTepa R2.
e BbinonHUTL KoMaHAy ping 10.0.1.2. Ecnu R2 HegocTyneH, To Heobxoaumo nposepuTb
opveHTaumio nHTepgencos CKAT.

B In nHTepdenc nogknoveHsl aboHeHTbl, B Out nHTepdenc NogkIOHeH NHTEPHET.
OnpenennTb rae Kakonm nHTepgenc BO3MOXXHO NyTeM rnepesoga nopTa, nogkao4eHHoro Kk CKAT, B
coctosHue down Ha R1 n BbIBeCTU CTaTyC MHTepgencos Ha CKAT.

il aS Experta -

MNpoBepuTb cooTBeTCTBME B fastdpi.conf
Mpn HeobX0AMMOCTM M3MEHUTL HaMnpaBieHne 1 caenaTb pecTapT cepBuUca Yepes KoMaHay

service fastdpi restart
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5. BoiBoa uHopmauum o TpaHcnauuax (GUI)

Mo ka)xgoMmy IP BO3MOXHO cenaTth BbiBOA TeKkyLero coctosHusa ycayru NAT (GUI)
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Pe3synbTart:

BblBOAMTCS MHGOPMaLIMS MO TPAHCASLMN NPUBATHOrO agpeca B NyOANYHBIN.

TecT 3. HacTtpouka Bbirpy3sku NAT log Ha BHeLLHU#H
KOJI1eKTOP U JIOKaJZIbHO B hann

 XypHanupoBaHue B TEKCTOBOM popmaTe

e DKCMOPT BO BHELLUHWE KOJIJIEKTOPbI

PaboTa ¢ NAT log BO3MOXHa B [iByX BapMaHTax: 3anucb 0KaabHO B (halil UK BbIrPy3Ka Ha BHELUHWN
KONIEKTOP.

BapuaHT 1. BepeHue XypHana TpaHCAsUUMA B TeKCTOBOM popMmaTe yepes CLI

Ana 3anucu NAT TpaHCnaumim B TeKCTOBLIN f1or Ha cepBepe CKAT B KOH(DUTrypaLMOHHOM (aie
/etc/dpi/fastdpi.conf HacTpauBatoTCca cnepyolme napamMmeTpsbl:

ajb _save nat=
ajb save nat format=ts:ssid:event:login:proto:ipsrc:portsrc:ipsrcpostnat:por



tsrcpostnat:ipdst:portdst
ajb nat path=/var/dump/dpi
ajb nat ftimeout=

roe:

* ajb_save nat=1 — akTMBMPOBaTb 3aNNUCb TPAHCNALNA B TEKCTOBbIN J10T
* ajb _nat path=/var/dump/dpi — mecTo pa3meLLeHuns (aisios C 3anncbIo J0ros (Mo
ymon4daHuo /var/dump/dpi)
e ajb nat ftimeout=30 nepnoAn4HOCTL 3anucu
e ajb save nat format=ts:ssid:event:login:proto:ipsrc:portsrc:ipsrcpostnat
:portsrcpostnat:ipdst:portdst — cnucok un Nopagok 3anucbliBaeMbIxX Nosen, rae:
o ts — timestamp (BpeMeHHas MeTKa)
o ssid — naeHTUdunKaTop ceccum (ansa ceasm ¢ gaHHbIMKU Netflow/IPFIX no o6bemam)
o event — cobbiTne (co3faHune nam yganeHume ceccum)
o login — noruH aboHeHTa
o ipsrc — IP agpec ucto4yHuka 3anpoca (aboHeHTa)
o portsrc — nopT NCTOYHMUKa 3arnpoca (aboHeHTa)
o ipsrcpostnat — IP agpec ucto4yHuka 3anpoca (aboHeHTa) nocne NAT TpaHCAALUK
o portsrcpostnat — nopT nctoyHuka 3anpoca (aboHeHTa) nocne NAT TpaHCaAaLUK
o ipdst — IP agpec nony4aTtens 3anpoca (xocTa)
o portdst — nopT nonyyaTtens 3anpoca (xocTa)

o dannoBas cuctema gns 3anucy 10ros AoHKHa BbiTb BbICTPON M NoKanbHOW (HMKakmux NFS un
Lpyrux remote), AaHHbIA BapuMaHT XYPHaNNPOBaHNA PEKOMEHAYETCS TObKO B Liesiax
KPaTKOBPEMEHHOW ANArHOCTUKMN

BapuaHT 2. OKCNoOpT TpaHCAALUMA HA BHELLHUe KonneKkTopsbl B popMmaTe IPFIX

Ans aHanmsa gaHHbIX N0 coBepweHHbIM NAT TpaHCnAUMSaM Ha BHELWHMX CUCTEMAX MOXHO
3KCMOPTUPOBATL 3TU AaHHbIX N0 ceTn B hopMaTe ipfix (aka netflow v10). IkcnopT NAT TpaHchaumin
HacTpanBaeTCs cedyWwmnmm napameTpamu:

ipfix dev=eml
ipfix_nat udp collectors=

4 ,1.2.3.5:
ipfix _nat tcp collectors= .6:

1.2.3
1.2.3
roe:

e eml — nMAa CeTeBOro UHTepdenca gnaa skcnopTa
e ipfix nat udp collectors — agpeca udp KoOJJIEKTOPOB
e ipfix nat tcp collectors — agpeca tcp kKosiekTopoB

HacTtpouka XypHana TpaHcnauumn yepes GUI

OTkpbiBaem pasgen YnpasneHue DPI/KoHgpurypaumsa. obaBnsem B pexume pefaktopa napameTpbl
3anucuy NoKasbHO B (har UK BbIFPY3KN Ha BHELWHWUI KosiekTop. CoxpaHsaeM n aenaem pectapT
cepsuca.
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