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TpeboBaHua K 000pYyAOBaAHUIO U
NPOU3BOAMNTEJNIbHOCTb

MuHuManbHble TpeboBaHus

MO CKAT paboTaeT Ha x86 cepBepax obLiero Ha3HayeHNs, KOTopble yCTaHaBANBAOTCS B 19
LIONMOBYIO CTONKY U nmetoT fybnmnposaHHoe nuTaHne AC/DC 1 BEHTUAATOPbI OXNaXXAEHNS.
BcnencTsume BbICOKOM CTEMEHN ONTUMM3ALMM KOLA U UHTErpauum ¢ ">xenesom", npeasvasnser
HekoTopble ocobble TpeboBaHMA K ero CocTaBy:

MapameTpbl CPU n RAM onpependiTca ucxona nm3 tpebyemon nponycKHOM
cnocobHocTu. CoBeTyeM 03HAaKOMUTLCHA C pekoMmeHAyeMbiMu TpeboBaHUAMU W©
cornacosaTb ¢ npeactasutenamm VAS Experts nam Hawmmmn napTHepamu cepsep AN
ycTtaHosku 0.

OauH npoueccop C Nogaep>XKon MHCTpyKumn SSE 4.2 HavmHasd ¢ Intel
Nehalem n AMD EPYC Zen2 ¢ konnuectsom spep 4 u bonee, 6azoson

CPU - .
TaKToOBOW yacTtoTom oT 2.5 I'Ty, m BbiWIe.
ICKAT paboTaeT TON1bKO C O4HUM NpoLECcCOpom!

RAM OT1 8 I'b, HeobxoAMMO yCTaHaBAMBaTb MOAY/IM MaMATV BO BCe KaHasbl
npoueccopa Ha MaTEPUHCKOW nnaTe
Onsa pasmeweHunsa OC n MO CKAT HeobxoauMo 1MCnosb3oBaTb 2 ANCKA
eMKOCTblo 0T 2561b, 06beanHeHHble B RAID 1 (3epkano). Heobxoanmo

SSD Disks ncnonb3oBaTh annapaTHbi RAID KoHTposnep. B npuoputeTe - anuckm NVMe

SSD (B hopm-hakTope M.2, U.2 unun nnatel pacwmnpeHns PCl Express). Ecnu
nnaTgopma He NOALEPXKUBAET AaHHbIA TUM HOCUTENEN, TO PEKOMeHOYeEM
ncnonb3oBaTb SATA/SAS SSD (DWPD>=1) smecto HDD

KonnyecTBo ceTeBbIX
nopToB

MuHuMyM 3 nopTa: OAMH O15 ynpasseHnsa no SSH (nobon YyunceT) n gBa
0519 06paboTky Tpahuka — ceTeBble KapTbl Ha YMNCeTax C NOALEPXKKON
TexHosiorun DPDK.



http://en.wikipedia.org/wiki/Nehalem_(microarchitecture)
http://en.wikipedia.org/wiki/Nehalem_(microarchitecture)
https://ru.wikipedia.org/wiki/Zen_2_(%D0%BC%D0%B8%D0%BA%D1%80%D0%BE%D0%B0%D1%80%D1%85%D0%B8%D1%82%D0%B5%D0%BA%D1%82%D1%83%D1%80%D0%B0)
https://core.dpdk.org/supported/nics/
https://core.dpdk.org/supported/nics/
https://core.dpdk.org/supported/nics/

MNMopoaepxmMBaeMeble
ceTeBble KapThbl

PekoMeHOyeTCsa NCM0b30BaTb TOIbLKO NPOTECTMPOBAHHbIE KAPTbl Ha
yuncetax Intel” ¢ konnyectsom nopTos 2, 4 1 6°. Hanbonee nonynspHele
mMoLenu:

1GbE uHTepdencs::

-e1000 (82540, 82545, 82546)

- e1000e (82571, 82572, 82573, 82574, 82583, ICH8, ICH9, ICH10, PCH,
PCH2, 1217, 1218, 1219)

- igb (82573, 82576, 82580, 1210, 1211, 1350, 1354, DH89xx)

- igc (1225)

10GbE uHTepdencol:

- ixgbe (82598, 82599, X520, X540, X550)

- i40e (X710, XL710, X722, XXV710)

- mIx5 (ConnectX-4, ConnectX-4 Lx, ConnectX-5, ConnectX-6, ConnectX-6 Dx,
ConnectX-6 Lx, ConnectX-7)

25GbE nHTepdenco:

- i40e (X710, XL710, X722, XXV710), ice (E810, E822, E823)

- mIx5 (ConnectX-4, ConnectX-4 Lx, ConnectX-5, ConnectX-6, ConnectX-6 Dx,
ConnectX-6 Lx, ConnectX-7)

Ha MHorux cepsepHbix nnatcgopMax HabnogaeTcs orpaHnyeHne
nponyckHou cnocobHocTu pna 40G/100G nopToB, peKoMeHayeM
npuobpetaTbh 0boOpyAoOBaHUe Yy HALLUMX NAPTHEPOB ANA AaHHbIX
MHCTaNNALUN

40GbE unHTepdencsi: (kapta x8 PCle 3.0 obnagaet MakCMManbHON
nNponyckHon cnocobHocTblo 64Gbps. TeM cambiM KapTa 2x40GbE nopTa
mMoxeT obpaboTaTb He bonee 32Gbps in + 32Gbps out B inline pexnme. B on-
stick pexxume kapTa 2x40GbE nopTa MoxeT obpaboTaTh He bonee 64Gbps
in+out Ha aBa nopTa. YT0bbl HE UCNBITLIBATb AaHHbIE OFPAHNYEHUS,
PEKOMEeHAYeTCS NCMOJIb30BaTh TONIbKO OAMH NMOPT Ha ABYXNOPTOBOM KapTe
40GbE

- i40e (X710, XL710, X722, XXV710)

100GbE uHTepdeinchl, HeobxoaMMa MaTepuMHCKas naaTta ¢
noppep>xkou PCle 4.0 x16 m Bbiwe. PCle 4.0 x16 nopaep>xusaeTt
256Gbps B KaxxaoM HanpasneHum: Kapta 2x100GbE rapaHTupoBaHHO
obpabaTbiBaeT Ao 100Gbps in + 28Gbps out B inline pexxume. B on-stick
pexume kKapTa 2x100GbE nopta moxeT obpaboTaTh He bonee 128Gbps
in+out Ha oguH nopT. [1na onstick, pekoMeHAyeTCA NCMO0Nb30BaTb TOJIbKO
OAMH NopT Ha aByxnopTtoson KapTe 100GbE.

- miIx5 (ConnectX-4, ConnectX-4 Lx, ConnectX-5, ConnectX-6, ConnectX-6 Dx,
ConnectX-6 Lx, ConnectX-7)

- ice (Intel E810, EB10-CQDAZ2, Intel E830, Intel E610) Ana BRAS PPPoE
HeobxopuMo ucnonb3soBatb 100G KapTbl TonbKoO Intel (Ha kapTax
Mellanox HeT noapep>xku RSS aona PPPoE Tpacduka, RSS no3sonsier
caenartb npepBapuTenbHylo 6anaHcMpoBKy TpaduKka Ha KapTe)

MNMopopepxka Bypass

Peann3oBaHa gna KapT npoussoacTsa Silicom 100GbE, 40GbE, 10GbE n
1GbE

(!) Mnatpopma CKAT 3anyckaeTca TonbkKo nog ynpasneHmnem OC VEOS.



https://www.silicom-usa.com/pr/server-adapters/networking-bypass-adapters/100-gigabit-ethernet-bypass-networking-server-adapters/p4cg2bpi81-bypass-server-adapter/
https://www.silicom-usa.com/pr/server-adapters/networking-bypass-adapters/40-gigabit-ethernet-bypass-networking-server-adapters/pe340g2bpi71-server-adapter/
http://www.silicom-usa.com/pr/server-adapters/networking-bypass-adapters/10-gigabit-ethernet-bypass-networking-server-adapters/pe210g2bpi9-ethernet-bypass/
http://www.silicom-usa.com/cats/server-adapters/networking-bypass-adapters/gigabit-ethernet-bypass-networking-server-adapters/
https://wiki.vasexperts.ru/doku.php?id=veos:installation
https://wiki.vasexperts.ru/doku.php?id=veos:installation

PekoMeHayeMble TpeboBaHuA

Mpon3BOAMTENBHOCTL CEpBEPA ONpeaensaeTcs NCXOAs U3 NUKOBBIX 3HaYeHU Tpaduka B kaHane. Mpu
Bbibope CPU, RAM Heobx04MMO y4nTbIBaTb, YTO pacyeT npeacTasfieH A1d CUMMETPUYHOro Tpaduka,
KOTOPbIA B KaXKA0M HarnpaB/IeHUN He MpeBbIlaeT yKa3aHHble 3Ha4YeHUs. 3TO 03Ha4YaeT, YTo Npu
yCTaHOBKE B pa3pbiB A1 MMKOBOro BxoasLlero Tpaduka 12 rémnt/c (Max IN Tpadmk) Heobxoanmo
npuobpetaTb AnueH3mnto CKAT-40 n nnatdopmy ¢ napametpamm oanH CPU ot 12 spep, RAM oT 64GB.
Heobxoaumo otknto4nTe Hyperthreading Ha cepsepe: Npu BKAIOYEHHOM HT Mbl HE MOXEM
rapaHTUpOBaTb KOPPEKTHY paboTy cepsuca.

RAM, GB
HeobxopuMo B Packet per
cTanaBnuBath - PYaHTbl second B
Konunyectso Y L LER] Kon-Bo
Max Moaynu . (MunnuoHax Konuyecrtso KonuvectBo
Max IN fanep Ha konuyectBa |Public
ouT Bepcus namaTH BO BCe npu aboHeHTOB |K0ONMYECTBO HOBbIX
Tpaduk oauH CPU noptoB ansa |IP . . M
Tpacduk CKAT . |KaHanbl 6asoBont  |(1Mbps per |ceccum Ceccun B
réoumr/c C YacToTOMU noaknovyenne B NAT X
rour/c npoueccopa . . yactote subscriber) CeKyHpy
ot 2,5 My, in-line nnu pool
Ha on-stick CPU ot
MaTepPuHCKOMN 2,5y,
nnate
no 3 Lo 3 CKAT-6 |4 16 6x1G, 2x10G  |100 15Mpps (3K 3M 100K
no5 no5 CKAT-10 |6 32 2x10G 500 1,5-2M pps (5K 5M 200K
f010 |po10 |[CKAT-20 |6 48 2x10G, 4x10G (1000 (3-4M pps  |10K 10M 300K
[020 |po20 |[CKAT-40 |12 64 giigg 2256, 2000 |6M pps 20K 20M 400K
18 Intel 8x10G, 4x25G,
no30 |po30 |[CKAT-60 6242R 96 2x40G, 2x100G 3000 |9M pps 30K 30M 600K
22 Intel 8x10G, 4x25G,
no40 |po40 |CKAT-80 6248R 128 4x40G. 2x100G 4000 |12M pps 40K 40M 800K
28 Intel
6258R 10x10G,
[050 |po50 [CKAT-100(26 Intel 5320|160 4x25G, 4x40G, (5000 |15M pps 50K 60M 1000K
32 AMD 2x100G
7502P
12x10G,
1060 |n0o60 |CKAT-120(84AMD 7713|149, 6x25G, 6x40G, |6000 |18M pps  |60K 72M 1200K
64 AMD 9534
2x100G
14x10G,
0070 1070 |CKAT-140/%4 AMD 7713}, g, 8x25G, 8x40G, 7000 |20M pps  |70K 88M 1300k
64 AMD 9534
4x100G
20x10G,
10100 |30100 |CKAT-200(84 AMD 7713)55¢ 8x25G, 8x40G, |10000 [22M pps | 100K 120M 1500K
64 AMD 9534
4x100G
16x25G,
00150 |po 150 |CKAT-300(96 AMD 9654(384 10x40G, 12000 |(30M pps 150K 180M 2000K
6x100G
128 AMD 16x25G,
00200 |po 200 |CKAT-400 512 14x40G, 15000 |45M pps 200K 240M 3000K
9754
8x100G
160 AMD 24x25G,
10300 |po300 [CKAT-600 768 16x40G, 20000 (52M pps 250K 300M 3700K
9845
10x100G
192 AMD 28x25G,
0400 |po 400 [CKAT-800 768 20x40G, 24000 (60M pps 300K 360M 4500K
9965 12x100G

O .

. PekomeHpyetca bpatb obopypmoBaHue ¢ 3anacom 20-30% oT

BakHble MOMeHTbI Mpu noabope cepeepa:

1.

4yacToTa, Tem bonbLue NMPON3BOANTENBHOCTb.

MO CKAT ucnonb3yeT TONbKO OAMH Npoueccop M3-3a BAMAHUSA Ha
nponssogmTensHocTb NUMA ans AByXnNpouecCOPHbIX KOH(Mrypaumni.
Mpu BbIOOpe CPU HeoOxoauMO yuuTbiBaTbh 0a30BYyl0 4acTOTy, YEM Bbille



https://ark.intel.com/content/www/us/en/ark/products/199352/intel-xeon-gold-6242r-processor-35-75m-cache-3-10-ghz.html
https://ark.intel.com/content/www/us/en/ark/products/199352/intel-xeon-gold-6242r-processor-35-75m-cache-3-10-ghz.html
https://ark.intel.com/content/www/us/en/ark/products/199351/intel-xeon-gold-6248r-processor-35-75m-cache-3-00-ghz.html
https://ark.intel.com/content/www/us/en/ark/products/199351/intel-xeon-gold-6248r-processor-35-75m-cache-3-00-ghz.html
https://ark.intel.com/content/www/us/en/ark/products/199350/intel-xeon-gold-6258r-processor-38-5m-cache-2-70-ghz.html
https://ark.intel.com/content/www/us/en/ark/products/199350/intel-xeon-gold-6258r-processor-38-5m-cache-2-70-ghz.html
https://ark.intel.com/content/www/us/en/ark/products/215285/intel-xeon-gold-5320-processor-39m-cache-2-20-ghz.html
https://www.amd.com/en/products/cpu/amd-epyc-7502p
https://www.amd.com/en/products/cpu/amd-epyc-7502p
https://www.amd.com/en/products/processors/server/epyc/7003-series/amd-epyc-7713.html
https://www.amd.com/en/products/cpu/amd-epyc-9534
https://www.amd.com/en/products/processors/server/epyc/7003-series/amd-epyc-7713.html
https://www.amd.com/en/products/cpu/amd-epyc-9534
https://www.amd.com/en/products/processors/server/epyc/7003-series/amd-epyc-7713.html
https://www.amd.com/en/products/cpu/amd-epyc-9534
https://www.amd.com/en/products/cpu/amd-epyc-9654
https://www.amd.com/en/products/cpu/amd-epyc-9754
https://www.amd.com/en/products/cpu/amd-epyc-9754
https://www.amd.com/en/products/processors/server/epyc/9005-series/amd-epyc-9845.html
https://www.amd.com/en/products/processors/server/epyc/9005-series/amd-epyc-9845.html
https://www.amd.com/en/products/processors/server/epyc/9005-series/amd-epyc-9965.html
https://www.amd.com/en/products/processors/server/epyc/9005-series/amd-epyc-9965.html
https://ru.wikipedia.org/wiki/Non-Uniform_Memory_Access

nnaHupyeMoro Tpadumka, C uenbio NpenoTBpaLleHUs neperpysku npum
DDoS aTtakax u BO3MOXXHOCTM pocTa B byayuwiem K npumepy, 4na AnMUeH3nn
CKAT-40 B34aTb nnatgopmy CKAT-60.

4. Ncnonb3oBaHue 100G vHTepdencoB BO3IMOXHO TOJIbKO MpPWU MOCTaBKe
nnaTgopMbl Yepes NapTHepa C Leblo KOHTPOSA cneundukaumnm cepeepa.

5. Ucnonb3oBaHue onuuum Monucuur BuptyanbHoro KaHana (vChannel)
n/vmnn MonucuHr Obwiero KaHana BJieYeT OOMOJIHATENbHbIE BHYTPEHHUE

0 6/10KNPOBKM, YTO CHMXXAET MPOM3BOAUTENLHOCTb cucTemMbl Ao 40G (npwm
ncnonb3osaHum TBF) n go 20G (npu ncnonb3osaHum HTB) cymmapHoro Tpaduka
Ha vChannel nnn Ha obuiemM KaHane BHe 3aBUCUMOCTM OT KOINYECTBa Saep.
6. Kaxpgble 256 nyonuuHbix IP agpecoB B NAT Pool (noacetb /24)
noTtpebnsioT 5GB RAM. /23 = 10GB, /22 = 20GB, /21 = 40GB, /20 =
80GB, /19 = 160GB.

7. B 3aBucumocTn oT obbemMa MapLIpyTHOW MHDOPMaLUK, OONOAHUTEIbHO ANA
MapwpyTusaTopa (Soft-Router) notpebyercs 4-8GB namMaTu.

TpeboBaHua ona yctaHOBKM Ha VM

MO CKAT MoXeT bbITb yCTaHOBAEHO Ha BupTyanbHyto MawwmnHy (VM).
K VM npenbasnaoTcs cnegyowme TpebosaHms:

e mnepsusop: VMware, KVM

e CPU He meHee 4 agep ¢ YacToTonm oT 2,5 T
e RAM o1 8 I'b

e [Inckosoe npoctpaHcTeo oT 20 I'b

lMpoBepka noarotoBkn VM gng tecra:

OC CentOS: cat /etc/redhat-release
Cent0S Linux release 8.5.2111 (Core)
OC VEOS: cat /etc/*releas* nnu cat /etc/system-release

VEOS release 8.7 (Sakhalin)

RAM: cat /proc/meminfo

MemTotal: 16254744 kB

MpoBepka npuHafneXxHoCTu Bcex aaep kK ogHomy CPU: grep "physical id" /proc/cpuinfo |sort -u
physical id : 0

KonnyecTso sgep: grep "cores" /proc/cpuinfo |sort -u


https://wiki.vasexperts.ru/doku.php?id=dpi:dpi_options:opt_shaping:shaping_multi
https://wiki.vasexperts.ru/doku.php?id=dpi:dpi_options:opt_shaping:shaping_multi
https://wiki.vasexperts.ru/doku.php?id=dpi:dpi_options:opt_shaping:shaping_settings

Cpu cores 4

NHTepdencos gomkHO 6bITb He MeHee Tpex ([Ba And Tpaduka n 0AUH ANA aAMUHUCTPUPOBAHNS):
Ispci | grep Ethernet

0b:00.0 Ethernet controller: VMware VMXNET3 Ethernet Controller (rev 01)
13:00.0 Ethernet controller: VMware VMXNET3 Ethernet Controller (rev 01)
1b:00.0 Ethernet controller: VMware VMXNET3 Ethernet Controller (rev 01)

Ons pabotbl DPI B BUpTyanbHON cpene Heobxoammo B HacTpomKkax Security
BUPTYasbHbIX CeTEeN, B KOTOPbIX COCTOAT in_dev u out_dev pa3spewnTs:

e Promiscuous mode Accept
e MAC address changes Accept
¢ Forged transmits Accept

PekoMeHpOBaHHaA pa3MeTKa (pansioBou CUCTEMbI

FS dopmaT: extd

Tun pucka Tun RAID
2x960GB SSD SATA|RAID-1

Touka MoOHTUpOBaHusA Pa3smep noruyeckoro paspena, GB Tun gucka

/boot 1 2x960GB SSD - RAID-1
/ 128 2x960GB SSD - RAID-1
/SWAP 4 2x960GB SSD - RAID-1
/var All available 2x960GB SSD - RAID-1

1)
€CJ11 Ballla KapTa HE BXOAUT B CMNCOK OTTECTUPOBAHHLIX, TO n0Tpe6yeTc9| agantaums MO,

pa3paboTKa 1 JOMONIHUTENIbHOE TeCTUPOBaHNE
2)

KOHKPETHbIN CANCOK MOAENEN He NPUBOANTCA, TaK Kak eCTb 04eHb 6onbLuon Beibop nponssoanTenem
3TUX KapT: OT camoro Intel go 6peHamposaHHbIX Huawei, HP, Dell, Silicom, Advantech, Lanner,
Supermicro, Silicom 1 [ecaTKoB Apyrux, a TakXKe BCTPOEHHble KapTbl HA MaTEPUHCKON niaTe uan B
cocTaBe SOC



	Table of Contents
	Требования к оборудованию и производительность
	Минимальные требования
	Рекомендуемые требования
	Требования для установки на VM
	Рекомендованная разметка файловой системы


