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TpeboBaHua K 000pYyAOBaAHUIO U
NPOU3BOAMNTEJNIbHOCTb

MuHuManbHble TpeboBaHus

MO CKAT paboTaeT Ha x86 cepBepax obLiero Ha3HayeHNs, KOTopble yCTaHaBANBAOTCS B 19
LIONMOBYIO CTONKY U nmetoT fybnmnposaHHoe nuTaHne AC/DC 1 BEHTUAATOPbI OXNaXXAEHNS.
BcnencTsume BbICOKOM CTEMEHN ONTUMM3ALMM KOLA U UHTErpauum ¢ ">xenesom", npeasvasnser
HekoTopble ocobble TpeboBaHMA K ero CocTaBy:

MapameTpbl CPU n RAM onpependiTca ucxona nm3 tpebyemon nponycKHOM
cnocobHocTu. CoBeTyeM 03HAaKOMUTLCHA C pekoMmeHAyeMbiMu TpeboBaHUAMU W©
cornacosaTb ¢ npeactasutenamm VAS Experts nam Hawmmmn napTHepamu cepsep AN
ycTtaHosku 0.

OAauH npoueccop C NoagaepXKon MHCTpykumin SSE 4.2 HavymHasa ¢ Intel
Nehalem n AMD EPYC Zen2 ¢ konuuyecTtBoM sagep 4 n bonee, 6azoson

CPU . o
TaKTOBOW YacTtoToMm oT 2.5 Ty, v BbiWe.
ICKAT paboTaeT TONbKO C O4HUM NpPOLLEeCCOPOM!

RAM OT 8 I'b, He0bX0AMMO yCTaHaBAMBaTb MOAY/IM MaMATV BO BCe KaHasbl
npoueccopa Ha MaTEPUHCKON nnaTe
Ansa pasmeweHmnsa OC n MO CKAT HeobxogMMOo UCNONb30BaTh 2 ANCKA
eMKOCTbI0 0T 2561b, 06beanHeHHble B RAID 1 (3epkano). Heobxoanmo

SSD Disks ncnonb3osBaTb annapaTHeln RAID koHTponnep. B npuoputeTe - auckm NVMe

SSD (B popm-pakTope M.2, U.2 nnn nnatel pacwmpeHns PCl Express). Ecnm
nnatopma He NoALEePXKUBAET AaHHbLIN TUM HOCUTENEeN, TO PeKOMeHOYeM
ncronb3oBaTbk SATA/SAS SSD (DWPD>=1) smecto HDD

KonnyecTBo ceTeBbIX
nopToB

MuHumyMm 3 mopTa: OgMH N4 ynpasnaeHma no SSH (nobon yunceT) 1 pBa
Ana 06paboTky Tpahuka — ceTeBble KapTbl Ha YMNCeTax C NOALEPKKON
TexHosiormm DPDK.



http://en.wikipedia.org/wiki/Nehalem_(microarchitecture)
http://en.wikipedia.org/wiki/Nehalem_(microarchitecture)
https://ru.wikipedia.org/wiki/Zen_2_(%D0%BC%D0%B8%D0%BA%D1%80%D0%BE%D0%B0%D1%80%D1%85%D0%B8%D1%82%D0%B5%D0%BA%D1%82%D1%83%D1%80%D0%B0)
https://core.dpdk.org/supported/nics/
https://core.dpdk.org/supported/nics/
https://core.dpdk.org/supported/nics/

Moanep>xnBaemble
CeTeBble KapThl

PekomeHOyeTCa UCMOJIb30BaTb TOJILKO NPOTECTUPOBAaHHbIE KApPTbl Ha
yuncetax Intel” ¢ KonnuecTsom nopTos 2, 4 1 6°. Hanbonee nonynspHble
MoLenu:

1GbE nHTepdenco:

- e1000 (82540, 82545, 82546)

- e1000e (82571, 82572, 82573, 82574, 82583, ICH8, ICH9, ICH10, PCH,
PCH2, 1217, 1218, 1219)

- igb (82573, 82576, 82580, 1210, 1211, 1350, 1354, DH89xx)

- igc (1225)

10GbE uHTepdencol:

- ixgbe (82598, 82599, X520, X540, X550)

- i40e (X710, XL710, X722, XXV710)

- mIx5 (ConnectX-4, ConnectX-4 Lx, ConnectX-5, ConnectX-6, ConnectX-6 Dx,
ConnectX-6 Lx, ConnectX-7)

25GbE uHTepdgenco:

- 140e (X710, XL710, X722, XXV710), ice (E810, E822, E823)

- mIx5 (ConnectX-4, ConnectX-4 Lx, ConnectX-5, ConnectX-6, ConnectX-6 Dx,
ConnectX-6 Lx, ConnectX-7)

Ha MHorux cepsepHbix nnatgopmMmax HabnopaeTca orpaHnyeHune
nponyckHou cnocobHocTu gna 40G/100G nopToB, peKoOMeHayeM
npuobpetaTbh 0bopyaoBaHUE Y HALLMX NAPTHEPOB AJIA AaHHbIX
MHCTaNNALUNA

40GbE uHTepdencsi: (kapta x8 PCle 3.0 obnanaet MakCMManbHOM
nponyckHon cnocobHocTbio 64Gbps. Tem caMbiM KapTa 2x40GbE nopTa
MoxxeT obpaboTaTb He 6onee 32Gbps in + 32Gbps out B inline pexnme. B on-
stick pexxume kKapTa 2x40GbE nopTta MoxeT obpaboTaTh He 6onee 64Gbps
in+out Ha aBa nopTa. YTobbl He NCMbITEIBATb AAHHbLIE OrpaHNYeHuns,
PEKOMEHAYeTCS NCNOJIb30BaTh TO/IbKO OAMH NOPT Ha ABYXMNOPTOBON KapTe
40GbE

- i40e (X710, XL710, X722, XXV710)

100GbE uHTepdeichl, HeobOxoaMMa MaTeprMHCKan naarta ¢
noppep>xkon PCle 4.0 x16: Kapta 2x100GbE nopta moxeT obpaboTaTtb
Ha oauH nopT He 6onee 50Gbps in + 50Gbps out B inline pexxume. B on-stick
pexume Kapta 2x100GbE nopTa moxeT obpaboTaTh He bonee 128Gbps
in+out Ha aBa nopTa. YTobbl He NCMbITEIBATb AAHHbLIE OrpPaHNYeHuns,
PEKOMEHAYeTCs NCNOJIb30BaTh TOIbKO OA4MH NOPT Ha ABYXMNOPTOBON KapTe
100GbE

- mIx5 (ConnectX-4, ConnectX-4 Lx, ConnectX-5, ConnectX-6, ConnectX-6 Dx,
ConnectX-6 Lx, ConnectX-7)

- ice (Intel E810, E810-CQDAZ2) - Heobxoammo ybeanTbCs, 4TO CTOUT CBEXas
firmware Ha kapTe intel: Ha paHHuX npolunBKax He rpornyckasaa GRE
TYHHEN

Onsa BRAS PPPoE Heobxoaumo ucnonb3sosatb 100G KapTbl TONLKO
Intel E810 (Ha kapTax Mellanox HeT noapep>xkKu RSS ana PPPoE
Tpaduka, RSS no3Bonser caenatb npeaBapuTesbHyl0 6anaHCMPOBKY
TpacdukKa Ha KapTe)

MNMopopepxka Bypass

Peanu3oBaHa gns kapT npomssoactsa Silicom 100GbE, 40GbE, 10GbE u
1GbE



https://www.silicom-usa.com/pr/server-adapters/networking-bypass-adapters/100-gigabit-ethernet-bypass-networking-server-adapters/p4cg2bpi81-bypass-server-adapter/
https://www.silicom-usa.com/pr/server-adapters/networking-bypass-adapters/40-gigabit-ethernet-bypass-networking-server-adapters/pe340g2bpi71-server-adapter/
http://www.silicom-usa.com/pr/server-adapters/networking-bypass-adapters/10-gigabit-ethernet-bypass-networking-server-adapters/pe210g2bpi9-ethernet-bypass/
http://www.silicom-usa.com/cats/server-adapters/networking-bypass-adapters/gigabit-ethernet-bypass-networking-server-adapters/

(!) Mnatopma CKAT 3anyckaeTcs Tosibko nog ynpasneHnem OC VEOS.

PekoMeHpyeMble TpeboBaHusA

Mpon3BOAMTENLHOCTL CEpBEpPa ONpeaenaeTcs NCXOAs U3 NUKOBbIX 3HaYeHU Tpaduka B KaHane. Mpu
Bbibope CPU, RAM Heo6x0aMMO y4nTbIBaTh, YTO PacYeT NPeacTaBfieH AN CUMMETPUYHOro Tpaduka,
KOTOPbIN B KaXKA0M HamnpaB/IEHUN He MPeBbILLaeT yKa3aHHbIe 3Ha4YeHNs. 3TO 03Ha4YaeT, YTo Npu
yCTaHOBKe B pa3pbiB A1 MMKOBOro BxoasLlero Tpaduka 12 rout/c (Max IN Tpagumk) Heobxoamnmo
npuobpetaTtb AnueHsmto CKAT-40 n nnatgopmy ¢ napametpamm ognH CPU ot 12 anep, RAM oT 64GB.
Heobxonumo oTkno4nTe Hyperthreading Ha cepsepe: Npu BKAOYEHHOM HT Mbl HEe MOXeM
rapaHTMpoOBaTb KOPPEKTHYI0 paboTy cepsuca.

8x100G

RAM, GB
Tun m Packet per
HeobxoguMo
MMHMMaJIbHOE second B
KonuuyecTBo ycTaHaBAMBaTh Kon-Bo
Max KOJZIM4eCTBO . [MMJIZIMOHaX
Max IN apep Ha MoAyu Public
ouT Bepcus nopToB, npu
Tpaduk oauH CPU |[namAaTH BO BCe IP -
rouT/c Tpaduk | CKAT DPI € YacTOTON |KaHanbl KaXaas napa 8 NAT 6asoBoun
rour/c or 2.5 IT NboLeccoba Ha nHTepdencos ool |Hacrore
! “ pou pal obcnyxuBaert P CPU ot
MaTepPUHCKOM
OOMWH JINHK 2,5ITy,
nnarte
o 3 o 3 CKAT-6 |4 16 6x1G, 2x10G 100 1,5M pps
[0 5 [0 5 CKAT-10 |6 32 2x10G 500 1,5-2M pps
nol1l0 |gpo1l0 |CKAT-20 6 48 2x10G, 4x10G (1000 |3-4M pps
4x10G, 2x25G,
1020 |no20 |CKAT-40 (12 64 240G 2000 |6M pps
18 Intel 8x10G, 4x25G,
no30 |no30 |CKAT-60 6242R 96 2x40G. 2x100G 3000 |9M pps
22 Intel 8x10G, 4x25G,
po40 |(po40 |CKAT-80 6248R 128 4x40G, 2x100G 4000 |12M pps
28 Intel
6258R
1050 |§050 |CKAT-100|26 Intel 5320 |160 L0x10G, 4x25G, 15444 |15Mm pps
4x40G, 2x100G
32 AMD
7502P
64 AMD 7713 12x10G, 6x25G,
no60 |gpo60 |CKAT-120 64 AMD 9534 192 6x40G, 2x100G 6000 |18M pps
64 AMD 7713 14x10G, 8x25G,
no70 |gpo70 |CKAT-140 64 AMD 9534 192 8x40G, 4x100G 7000 |20M pps
64 AMD 7713 20x10G, 8x25G,
10100 (oo 100 |CKAT-200 64 AMD 9534 256 8x40G, 4x100G 10000 |22M pps
16x25G,
1o 150 (o 150 |CKAT-300 |96 AMD 9654 |384 10x40G, 12000 (30M pps
6x100G
16x25G,
10200 |30200 |CKAT-400 52 4AMD 512 14x40G, 15000 |45M pps



https://wiki.vasexperts.ru/doku.php?id=veos:installation
https://wiki.vasexperts.ru/doku.php?id=veos:installation
https://ark.intel.com/content/www/us/en/ark/products/199352/intel-xeon-gold-6242r-processor-35-75m-cache-3-10-ghz.html
https://ark.intel.com/content/www/us/en/ark/products/199352/intel-xeon-gold-6242r-processor-35-75m-cache-3-10-ghz.html
https://ark.intel.com/content/www/us/en/ark/products/199351/intel-xeon-gold-6248r-processor-35-75m-cache-3-00-ghz.html
https://ark.intel.com/content/www/us/en/ark/products/199351/intel-xeon-gold-6248r-processor-35-75m-cache-3-00-ghz.html
https://ark.intel.com/content/www/us/en/ark/products/199350/intel-xeon-gold-6258r-processor-38-5m-cache-2-70-ghz.html
https://ark.intel.com/content/www/us/en/ark/products/199350/intel-xeon-gold-6258r-processor-38-5m-cache-2-70-ghz.html
https://ark.intel.com/content/www/us/en/ark/products/215285/intel-xeon-gold-5320-processor-39m-cache-2-20-ghz.html
https://www.amd.com/en/products/cpu/amd-epyc-7502p
https://www.amd.com/en/products/cpu/amd-epyc-7502p
https://www.amd.com/en/products/processors/server/epyc/7003-series/amd-epyc-7713.html
https://www.amd.com/en/products/cpu/amd-epyc-9534
https://www.amd.com/en/products/processors/server/epyc/7003-series/amd-epyc-7713.html
https://www.amd.com/en/products/cpu/amd-epyc-9534
https://www.amd.com/en/products/processors/server/epyc/7003-series/amd-epyc-7713.html
https://www.amd.com/en/products/cpu/amd-epyc-9534
https://www.amd.com/en/products/cpu/amd-epyc-9654
https://www.amd.com/en/products/cpu/amd-epyc-9754
https://www.amd.com/en/products/cpu/amd-epyc-9754

Ba)kHble MOMeHTbI Npu nogbope cepsepa:
1. MO CKAT ucnonb3yeT TONbKO OAMH Npoueccop W3-3a BJUAHUA Ha
npounssoamTenbHocTb NUMA gna ABYXMPOLLECCOPHbIX KOHMUrypauuin.
2. NMpwun BbiIbOpe CPU HeoOxoauMO yuuTbiBaTh ©Da30BYyl0 H4AaCTOTY, YEM Bhile
4acToTa, TeM 60JblLe NPON3BOANTENIBHOCTD.
3. PekomeHayeTtca OpaTb obopypoBaHue ¢ 3anacom 20-30% OT NJAaHMpPyeMoro
TpaduKa, ¢ uenbio npepoTepawieHua neperpysku npu DDoS aTtakax wu
BO3MO)XXHOCTM pocTta B Oyaywem K npumepy, ana nuueHsum CKAT-40 B3ATb
- NNaT@opmy CKAT-60.
@) 4. Ucnonb3oBaHue 100G nHTepdeincoB BO3IMOXHO TONbKO Mpu MocCTaBke
nnaTgopMbl Yepe3 napTHepa C Lesbio KOHTPOoAsA crneundukaumm cepeepa.
5. Ucnonb3oBaHue onuuu MonucuHr BuptyanoHoro kaHana (vChannel) snever
LOMONHUTENIbHbIE BHYTPEHHME BI0OKMPOBKMU, YTO CHMXaeT MPOM3BOAUTENbHOCTb
cucTtembl 0o 40G cymmapHoro Tpaguka Ha vChannel BHe 3aBUCMMOCTY OT KOIMYECTBa
a0ep.
6. Kaxxgble 256 nydonuyHbix IP agpecoB B NAT Pool (nogceTtb /24) noTpebnsior
5GB RAM. /23 = 10GB, /22 = 20GB, /21 = 40GB, /20 = 80GB, /19 = 160GB.
7. B 3aBucumocTn oT obbemMa MapLlwpyTHON UHMOPMaLUN, AONONHUTENbLHO AAA
MapwpyTusaTopa (Soft-Router) notpebyerca 4-8GB namMaTu.

TpeboBaHua ona yctaHOBKM Ha VM

MO CKAT moxXeT bbITb yCTaHOBAIEHO Ha BupTyanbHyto MawwmHy (VM).
K VM npenbasnaoTcs cnegyowme TpebosaHms:

e 'mnepsusop: VMware, KVM

e CPU He meHee 4 agep ¢ YacToTonm oT 2,5 T

e RAMoT8Tb
e [lnckosoe npoctpaHcTeo oT 20 I'b

lMpoBepKka noarotoBkn VM gng tecra:

OC CentOS: cat /etc/redhat-release
Cent0S Linux release 8.5.2111 (Core)
OC VEOS: cat /etc/*releas* nnu cat /etc/system-release

VEOS release 8.7 (Sakhalin)

RAM: cat /proc/meminfo
MemTotal: 16254744 kB

MpoBepka npuHafneXxHoCcTn Bcex aaep kK ogHomy CPU: grep "physical id" /proc/cpuinfo |sort -u


https://ru.wikipedia.org/wiki/Non-Uniform_Memory_Access
https://wiki.vasexperts.ru/doku.php?id=dpi:dpi_options:opt_shaping:shaping_multi
https://wiki.vasexperts.ru/doku.php?id=dpi:dpi_options:opt_shaping:shaping_multi

physical id : 0
KonnyecTso sgep: grep "cores" /proc/cpuinfo |sort -u
Cpu cores 1 4

NHTepdhencos nonkHO 6bITb He MeHee Tpex ([Ba ans Tpadmka u 0aUH ANS aAMUHUCTPUPOBAHMNSA):
Ispci | grep Ethernet

Ob:00.0 Ethernet controller: VMware VMXNET3 Ethernet Controller (rev 01)

13:00.0 Ethernet controller: VMware VMXNET3 Ethernet Controller (rev 01)
1b:00.0 Ethernet controller: VMware VMXNET3 Ethernet Controller (rev 01)

Ona pabotel DPl B BupTyasbHOW cpefe HeobXxoAuMMO B HacTpomkax Security
BUPTYabHbIX CeTeN, B KOTOPbIX COCTOAT in_dev u out_dev pa3pewnTs:

@ e Promiscuous mode Accept
e MAC address changes Accept

e Forged transmits Accept

PekoMeHpOBaHHaA pa3MeTKa (pansioBou CUCTEMbI

FS hopmaT: extd

Tvn gucka Tun RAID
2x960GB SSD SATA|RAID-1

Touka MoHTMpOBaHus Pa3smep noruyeckoro paspena, GB Tun gucka

/boot 1 2x960GB SSD - RAID-1
/ 128 2x960GB SSD - RAID-1
/SWAP 4 2x960GB SSD - RAID-1
/var All available 2x960GB SSD - RAID-1

1)
€C/IN Ballla KapTa He BXOAWT B CMMCOK OTTECTUPOBaAHHbLIX, TO NnoTpebyeTca aganTtauwms MO,

pa3paboTKa 1 JOMONIHNTENbHOE TEeCTUPOBAHMNE
2)

KOHKPETHbIN CMMCOK MOAesien He NPUBOANTCA, TaK Kak eCTb 04eHb 60/bLI0N BIOOP Npon3soamnTenei
3TuX KapT: oT camoro Intel no 6peHanposaHHbIx Huawei, HP, Dell, Silicom, Advantech, Lanner,
Supermicro, Silicom 1 0ecaTKoB OPYrnX, a TakXXe BCTPOEHHbIE KapTbl HA MaTEPMHCKOW NaaTe Uan B
coctase SOC
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