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TpeboBaHua K 000pYyAOBaAHUIO U
NPOU3BOAMNTEJNIbHOCTb

MuHuManbHble TpeboBaHus

MO CKAT paboTaeT Ha KoMnbloTepax 06LLEr0 Ha3HaYeHMS, HO, BCNEACTBME BbICOKON CTEMEHNU
onTUMMU3ALIMM KOLA U MHTerpauum ¢ "xenesom", npeabsasaseT HekoTopble ocobbie TpeboBaHUSA K ero
CoCTaBy:

MapameTpbl CPU n RAM onpepenstoTca mcxond u3 tpebyemon nponyckHom
cnocobHocTn. CoBeTyeM 03HAKOMUTLCH C peKoMeHayembiMu TpeboBaHUAMU K
cornacosatb C npeactasutenamm VAS Experts nnm Hawmmm napTHepaMun cepsep ans
yctaHoBku MO.

OAMH npoueccop C NoadepXXKonm MHCTpykumin SSE 4.2 HavymHasa ¢ Intel
CPU Nehalem n AMD EPYC Zen2 ¢ konnuecTtsom spep 4 n 6onee, 6azoson
TaKToBOM YyacTtoTtou ot 2.5 'y, 1 BbiLWe.

ICKAT paboTaeT TOJIbKO C OAHUM NpoLeccopom!

RAM OT 8 I'b, peKoMeHayeTCs yCTaHaBANBaTh MAALLIKW NaMATY BO BCE KaHabl
npoL,eccopa Ha MaTEPUHCKOI nnaTe

Ansa pasmeweHnsa OC n MO CKAT HeobxogmMMo UCNONb30BaTh 2 ANCKA
eMKOCTbI0 0T 25676, 06beamHeHHble B RAID 1 (3epkano). Heobxoamnmo

SSD Disks ncrnosb3oBaTh annapaTHbIn RAID KoHTpoaniep. B npuopuTteTe - guckn NVMe
SSD (B thopm-thakTope M.2, U.2 nnun nnatel pacwmpeHns PCl Express). Ecnu
nnaTtopma He NoALepPXKUBAET AaHHbLIN TUM HOCUTEeNeN, TO PeKOMeHOYeM
ncnonb3osaTb SATA/SAS SSD (DWPD>=1) smecto HDD

MuHMyM 3 mopTa: OAMH 4N yripaBneHns no SSH (nobon ynnceT) n aBa
N9 06paboTkM Tpaduka — ceTeBble KapTbl Ha YMNCeTax C NOAAEPXKKOMN
TexHonorun DPDK.

Konm4yecTBo CeTEBbIX
nopToB



http://en.wikipedia.org/wiki/Nehalem_(microarchitecture)
http://en.wikipedia.org/wiki/Nehalem_(microarchitecture)
https://ru.wikipedia.org/wiki/Zen_2_(%D0%BC%D0%B8%D0%BA%D1%80%D0%BE%D0%B0%D1%80%D1%85%D0%B8%D1%82%D0%B5%D0%BA%D1%82%D1%83%D1%80%D0%B0)
https://core.dpdk.org/supported/nics/
https://core.dpdk.org/supported/nics/
https://core.dpdk.org/supported/nics/

PekomeHOyeTCs UCMOJIb30BaTb TONIBKO NPOTECTUPOBAHHbIE KAapThl Ha
yuncetax Intel” c KonnuecTsom nopTos 2, 4 1 6°. Hanbonee nonynspHble
MoLenu:

1GbE nHTepdencs:

- e1000 (82540, 82545, 82546)

- e1000e (82571, 82572, 82573, 82574, 82583, ICH8, ICH9, ICH10, PCH,
PCH2, 1217, 1218, 1219)

- igb (82573, 82576, 82580, 1210, 1211, 1350, 1354, DH89xx)

- igc (1225)

10GbE uHTepdencol:
- ixgbe (82598, 82599, X520, X540, X550)

- miIx5
MNMoopepxmMBaeMeble 25GbE uHTepdenco:
CeTeBble KapThl - i40e (XXV710)

- miIx5

10GbE n 40GbE untepdeincol: (40GbE nopt moxeT obpaboraTh He
6onee 30G, peKkoMeHAyeTCA UCNONb30BaTb TOJIbKO OAMH NOPT Ha
ABYXNOPTOBOMW KapTe)

- i40e (X710, XL710, X722, XXV710)

100GbE uHTepdencoi: (100GbE nopt moxeT obpabotaTth He Bonee
50G, peKkoMeHAyeTCA UCNOJIb30BaTh TOJIbLKO OAMUH NOPT Ha
ABYXNOPTOBOMW KapTe, HeobxoauMa MaTepuHCKas niaTta co C/oTaMu
PCle 4.0)

- mIx5 (Mellanox ConnectX-5 Ex)

- ice (Intel E810) - He pekomeHayeM, ecTb npobaemsl B intel firmware Ha
KapTe: He nponyckaeT GRE TyHHenmn

PeanusoBaHa gns kapT npomssoactsa Silicom 100GbE, 40GbE, 10GbE u
1GbE

MNMopopepxka Bypass

(!) Mnatopma CKAT 3anyckaeTca TonbkKo nog ynpasneHnem OC VEOS.

PekoMeHpyeMble TpeboBaHusA

Mpon3BOAUTENILHOCTbL CepBepa onpenenseTcs NCXoAa U3 NUKOBbLIX 3HAYEeHUN Tpaduka B kaHane. Mpu
Bbibope CPU, RAM Heob6x0AMMO y4nTbIBaTb, YTO PacYeT NPeAcTaB/IeH AN CUMMETPUYHOro Tpaduka,
KOTOPbIA B KaXKAOM HanpaB/ieHUN He MPeBbIlaeT yKa3aHHble 3Ha4YeHUs. 3TO 03HaYaeT, YTo Npu
yCTaHOBKe B pa3pblB 415 NMKOBOro Bxoasulero Tpaduka 12 rout/c (Max IN Tpagumk) Heobxoamnmo
npuobpeTtaTb NnueHsno CKAT-40 n nnatgopmy ¢ napametpamu oguH CPU ot 12 spep, RAM oT 64GB.
PekomeHayeTcsa oTko4nTb Hyperthreading Ha cepBepe: npu BKJAKDYEHHOM HT Mbl HE MOXKEM
rapaHTUpOBaTb KOPPEKTHYO paboTy cepsuca.


https://www.silicom-usa.com/pr/server-adapters/networking-bypass-adapters/100-gigabit-ethernet-bypass-networking-server-adapters/p4cg2bpi81-bypass-server-adapter/
https://www.silicom-usa.com/pr/server-adapters/networking-bypass-adapters/40-gigabit-ethernet-bypass-networking-server-adapters/pe340g2bpi71-server-adapter/
http://www.silicom-usa.com/pr/server-adapters/networking-bypass-adapters/10-gigabit-ethernet-bypass-networking-server-adapters/pe210g2bpi9-ethernet-bypass/
http://www.silicom-usa.com/cats/server-adapters/networking-bypass-adapters/gigabit-ethernet-bypass-networking-server-adapters/
https://wiki.vasexperts.ru/doku.php?id=veos:installation
https://wiki.vasexperts.ru/doku.php?id=veos:installation

Tvun n
MMHUMaJsbHOE Packet per
Konuuyectso Kon-Bo
Max IN Max aneb Ha OmMH KOJIN4eCTBO Public second B
ouT Bepcusa Aep Ha OLWH pAm NopToOB, MWJIJIMOHAX
Tpaduk CPU IP -
r6uT/c Tpacduk [CKAT DPI C YACTOTON OT GB | kaxpasa napa 8 NAT |P¥ 6asoBoun
romT/c 25T nHTepdencos ool yactoTte CPU
! t obcnyxusaert P oTt 2,5y,
OOMH JINHK
o 3 o 3 CKAT-6 4 16 |6x1G, 2x10G 100 1,5M pps
[0 5 [0 5 CKAT-10 |6 32 |2x10G 500 1,5-2M pps
no 10 no 10 CKAT-20 |6 48 |2x10G, 4x10G 1000 3-4M pps
4x10G, 2x25G,
no 20 0o 20 CKAT-40 (12 64 % 40G 2000 6M pps
8x10G, 4x25G,
no 30 0o 30 CKAT-60 |18 Intel 6242R |96 2%40G. 2x100G 3000 9M pps
8x10G, 4x25G,
£o 40 no 40 CKAT-80 |22 Intel 6248R 128 4x40G. 2x100G 4000 12M pps
28 Intel 6258R,
1050 |g050  |CKAT-100 |intel 5320,  |160 (15221((1)262%((2)82 5000  |15M pps
32 AMD 7502P '
12x10G, 6x25G,
no 60 10 60 CKAT-120 (64 AMD 9534 192 6x40G, 2x100G 6000 18M pps
14x10G, 8x25G,
no 70 no 70 CKAT-140 |64 AMD 9534 192 8x40G, 4x100G 7000 21M pps
20x10G, 8x25G,
00100 |no 100 |CKAT-200 |64 AMD 9534 |256 8x40G, 4x100G 10000 [30M pps
24x10G, 16x25G,
0o 150 |po 150 |CKAT-300 |96 AMD 9654 |512 10x40G. 6x100G 12000 |40M pps
A0200 10200 |CKAT-800 128 AMD 9754 512 [toxaoc X9 115000  |60M pps

Ba)xHble MOMeHTbI Npu noabope cepaepa:

1.MO0 CKAT ucnonb3yeT TOJIbKO OAMH MNMpouUeccop M3-3a BANAHUA Ha
npoussogmTensHocTb NUMA ona OBYXNPOLLECCOPHBIX KOH(UIrypauun.

2.Mpwun BbiIbOpe CPU HeoOxopumo yuyuTbiBaTh Da30Byl0 4ACTOTY, YEM Bbille
yacToTa, TeM H6osbLle NPON3BOANTENBHOCTD.

3. Mpwn uncnons3osaHnn CKAT DPI B ponu L2 BRAS (DHCP/ARP/PPPoOE
aBTOpM3aumA) HeoOXOAUMO YyYUTbIBaTb OOMOJHUTESIbHYIO Harpy3Ky, CBA3aHHY C
aHaJIN30M KaXKAoro nakeTta no LOMOJIHUTE/NbHbIM NapaMeTpaM. 9TO BaeYyeT pPoCT
notpebneHusa mowHocten CPU. B 3TUX CueHapUAX PEKOMEeHAYeTCs YBeJINYUTb
KonuyectBo apgep CPU Ha 30%. Ona nuueH3nn CKAT-40 B3aTb nnaTdopmy
CKAT-60.

4 Ucnonb3oBaHue 100G nHTEpdencoB BO3MOXHO TOJILKO MPY NocTaBke nNaaTgopMbl
yepes napTHepa C uesblo KOHTPOIS crneundrkaumm cepeepa.

5.Mcnonb3oBaHue onuuu NMOoNUCUHI OOLLEro M BMpPTyasibHbIX KaHaNoB, No
ceccum BeYeT [OMNONHUTENIbHbIE BHYTPEeHHUEe ONOKMPOBKU, 4YTO CHUMXKAET
NPOV3BOAUTENIbHOCTb cucTeMbl 40 40G cyMMapHOro Tparka BHe 3aBUCMMOCTUN OT
KoJinyecTBa agep.

6. Kaxxgble 256 nybonuyHbix IP agpecoB B NAT Pool (nogceTtb /24) noTpebnsior
5GB RAM. /22 = 10GB, /21 = 20GB, /20 = 80GB, /19 = 160GB.


https://ark.intel.com/content/www/us/en/ark/products/199352/intel-xeon-gold-6242r-processor-35-75m-cache-3-10-ghz.html
https://ark.intel.com/content/www/us/en/ark/products/199351/intel-xeon-gold-6248r-processor-35-75m-cache-3-00-ghz.html
https://ark.intel.com/content/www/us/en/ark/products/199350/intel-xeon-gold-6258r-processor-38-5m-cache-2-70-ghz.html
https://ark.intel.com/content/www/us/en/ark/products/215285/intel-xeon-gold-5320-processor-39m-cache-2-20-ghz.html
https://www.amd.com/en/products/cpu/amd-epyc-7502p
https://www.amd.com/en/products/cpu/amd-epyc-9534
https://www.amd.com/en/products/cpu/amd-epyc-9534
https://www.amd.com/en/products/cpu/amd-epyc-9534
https://www.amd.com/en/products/cpu/amd-epyc-9654
https://www.amd.com/en/products/cpu/amd-epyc-9754
https://ru.wikipedia.org/wiki/Non-Uniform_Memory_Access
https://wiki.vasexperts.ru/doku.php?id=dpi:dpi_options:opt_shaping:start
https://wiki.vasexperts.ru/doku.php?id=dpi:dpi_options:opt_shaping:start

TpeboBaHusa pona yctaHoBKM Ha VM

MO CKAT MoxeT bbITb yCcTaHOBNEHO Ha BupTyanbHyto Mawwmnny (VM).
K VM npenbasnaoTcs cnegyowme TpebosaHms:

e [vnepsusop: VMware, KVM

e CPU He meHee 4 apep ¢ YacToTom oT 2,5 1T
e RAMoT 8THb

e [lnckosoe npocTpaHcTBo oT 20 I'b

MNposepka nogrotosku VM ns tecTa:

OC CentOS: cat /etc/redhat-release
Cent0S Linux release 8.5.2111 (Core)
OC VEOS: cat /etc/*releas* nnu cat /etc/system-release

VEOS release 8.7 (Sakhalin)

RAM: cat /proc/meminfo

MemTotal: 16254744 kB

MpoBepka nNpuHaLneXxHoOCTH Bcex aaep k ogHomy CPU: grep "physical id" /proc/cpuinfo |sort -u
physical id 1 0

KonnyecTso agep: grep "cores" /proc/cpuinfo |sort -u

Cpu cores 1 4

NHTepdencos 0omkHO ObITb He MeHee Tpex (OBa ons Tpaduka v 0ANH AN aAMUHUCTPUPOBAHNSA):
Ispci | grep Ethernet

Ob:00.0 Ethernet controller: VMware VMXNET3 Ethernet Controller (rev 01)
13:00.0 Ethernet controller: VMware VMXNET3 Ethernet Controller (rev 01)
1b:00.0 Ethernet controller: VMware VMXNET3 Ethernet Controller (rev 01)

Ona pabotbl DPI B BupTyanbHOW cpene HeobxoauMo B HaCcTpomkax Security
BUPTYasibHbIX CeTEeN, B KOTOPbLIX COCTOAT in_dev u out_dev pa3pewmnTs:

@ e Promiscuous mode Accept
e MAC address changes Accept

e Forged transmits Accept



CucteMHble TpeboBaHua ans mapwpyrtusatopa Soft-Router

B 3aBMcMMOCTM OT 06beMa MapLIpYyTHOW UHGOPMaLMKN fONONAHUTENbHO NoTpebyeTcs 4-8 b namsaTu.

1)
€C/I1 Balla KapTa He BXOAUT B CMMCOK OTTECTUPOBAHHBIX, TO NoTpebyeTcs aganTauus NO,

pa3paboTKa 1 JOMONIHUTENbHOE TeCTUPOBAHMNE
2)

KOHKPETHbIN CMMCOK MOAENIeN He NPMBOANTCA, TaK KakK eCTb 04eHb 60/bLI0N BbIOOP Npon3BoanTEnei
3TUX KapT: oT camoro Intel oo 6peHagmpoaHHbIXx Huawei, HP, Dell, Silicom, Advantech, Lanner,
Supermicro, Silicom 1 0ecaTKoB OPYrnx, a TakXXe BCTPOEHHbIE KapTbl HA MAaTEPMHCKOW NaaTe uan B
coctase SOC
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