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TpeboBaHua K 000pYyAOBaAHUIO U
NPOU3BOAMNTEJNIbHOCTb

MuHuManbHble TpeboBaHus

MO CKAT paboTaeT Ha x86 cepBepax obLiero Ha3HayeHNs, KOTopble yCTaHaBANBAOTCS B 19
LIONMOBYIO CTONKY U nmetoT fybnmnposaHHoe nuTaHne AC/DC 1 BEHTUAATOPbI OXNaXXAEHNS.
BcnencTsume BbICOKOM CTEMEHN ONTUMM3ALMM KOLA U UHTErpauum ¢ ">xenesom", npeasvasnser
HekoTopble ocobble TpeboBaHMA K ero CocTaBy:

MapameTpbl CPU n RAM onpependiTca ucxona nm3 tpebyemon nponycKHOM
cnocobHocTu. CoBeTyeM 03HAaKOMUTLCHA C pekoMmeHAyeMbiMu TpeboBaHUAMU W©
cornacosaTb ¢ npeactasutenamm VAS Experts nam Hawmmmn napTHepamu cepsep AN
ycTtaHosku 0.

OAMH npoueccop C NoaaepXKom NHCTpyKumin SSE 4.2 Ha4vmHas ¢ Intel Nehalem n
AMD EPYC Zen2 c konuuyecTBoM apep 4 u bonee, 6a30B0/ TaKTOBON 4YaCTOTOM OT

CPU 2.5 I'Ty u BbiLWe.
!CKAT paboTaeT TONbKO C O4HUMM npoueccopom!
RAM Ot 8 I'b, Heobx0AMMO yCTaHaBAMBaATL MOAYAN NaMAT BO BCe KaHasbl npoueccopa
Ha MaTepPUHCKON nnaTe
Ons pasmeweHuns OC n MO CKAT HeobxoAMMO UCNOb30BaTb 2 ANCKAa EMKOCTbIO OT
256I'b, 0bbeamHeHHble B RAID 1 (3epkano). HeobxoanmMo ncnonb30BaTh annapaTHbIN
SSD Disks RAID koHTponnep. B npuoputete - ancku NVMe SSD (B hopM-thakTope M.2, U.2 unn

nnatel pacwupenus PCl Express). Ecnu nnaTdopMa He nogaepXXnBaeT AaHHbIN TN
HoCMTenewn, To peKoMeHayeM ncnonb3osaTb SATA/SAS SSD (DWPD>=1) smecto HDD

KosiM4ecTBO CeTeBbIX
nopToB

MuHMyM 3 nopTa: o4MH a1 ynpasaeHusa no SSH (noboi yunceT) n gBa ons
06paboTKn Tpathmka — ceTeBble KapThl Ha YMMCETaxX C NOAAEPXKKOM TEXHOIOM N
DPDK.



http://en.wikipedia.org/wiki/Nehalem_(microarchitecture)
https://ru.wikipedia.org/wiki/Zen_2_(%D0%BC%D0%B8%D0%BA%D1%80%D0%BE%D0%B0%D1%80%D1%85%D0%B8%D1%82%D0%B5%D0%BA%D1%82%D1%83%D1%80%D0%B0)
https://core.dpdk.org/supported/nics/
https://core.dpdk.org/supported/nics/

MNoppepxmBaemsble
CETEBbIE KapPThbI

PekomeHAyeTCS MCNOJIb30BaTh TOMILKO NPOTECTUPOBAHHbIE KapThbl HA YyunceTax
Intel” c konnyecTsoM nopToB 2, 4 1 6°. Hanbonee nonynspHble MOAEN:

1GbE uHTepdenchl:

- 1000 (82540, 82545, 82546)

-e1000e (82571, 82572, 82573, 82574, 82583, ICH8, ICH9, ICH10, PCH, PCH2, 1217,
1218, 1219)

- igb (82573, 82576, 82580, 1210, 1211, 1350, 1354, DH89xx)

- igc (1225)

10GbE uHTepdencsi:

- ixgbe (82598, 82599, X520, X540, X550)

- i40e (X710, XL710, X722, XXV710)

- mIx5 (ConnectX-4, ConnectX-4 Lx, ConnectX-5, ConnectX-6, ConnectX-6 Dx,
ConnectX-6 Lx, ConnectX-7)

25GbE uHTepdencsi:

- i40e (X710, XL710, X722, XXV710), ice (E810, E822, E823)

- mIx5 (ConnectX-4, ConnectX-4 Lx, ConnectX-5, ConnectX-6, ConnectX-6 Dx,
ConnectX-6 Lx, ConnectX-7)

MNop6op nnatdopmbl ansa 40G / 100G nHTepchencoB HY)KHO NPOBOAUTD
coBMecTHO ¢ BAC 3kcnepTc uamn napTtHepamu

100GbE uHTepdeicbl, HeobOxoaMMa MaTepuHCKasn nsaTta ¢ nogaepxkou PCle
4.0 x16 u Bbiwe. LLnHa PCle 4.0 x16 nogaepxunsaeT 256Gbps B kaxkaoM
HanpaBJ/ieHWM, HO Ba)KHO 0bpallaTe BHMMaHWE Ha Npon3BoanTensHocTb 100G
ceTeBbIX KapT. Hmxe npeactasneHbl ocobeHHocTn and KapT Intel n NVIDIA (Mellanox)

- ice (Intel E810 (E810-CQDA2, ycnelwHble TecTbl). He TeCTUpPOBaNMCh:
E810-2CQDA2, Intel E830, E610

KapTa Intel E810-CQDA2 (2x100GbE) cornacHo ot4yeTa Test 3 NlapaHTMpPOBaHHO
obpabaTtbiBaeT 0o 100Gbps in + out Tpaduka B inline nnu on-stick pexxume Ha KapTy.
Mpwu Internet Mix 310 90G download + 10G upload. Ba>xHO y4nTbIBaTb HE TONILKO
CKOpocTb Tpadumka B Gbps, HO 1 PPS, T.K 4nn KapTbl MIMEET pa3Hy NPONyCKHYI0
CnocobHOCTL B 3aBUCUMOCTHN OT PPS.

B in-line pexxvnMe ncnonb3yeTtca ABa nopTa Ha KapTe. OpueHTaLmMsa NOpPToB in (K
aboHeHTaM), out (B UHTEPHET).

B on-stick pexume pekomeHLyeTCS UCNOJSIb30BATb TOJIbKO OAMH NOPT Ha
nByxnopToBoi kapTe 100GbE, T.K. cymmapHas nponyckHas cnocobHOCTb KapThbl
orpaHunyeHa. Npu MCcnonb30BaHUKM ABYX NOPTOB Ha KapTe Ha KaxAbli NopT He 6onee
50Gbps in+out.

KapTta Intel E810-2CQDA2 (2x100GbE) nmeeT BaBoe 60/bLUYI0
Npou3BOAUTENLHOCTL. MNpeanonoxntensHo obpabaTteiBaeT go 200Gbps in + out
Tpaduka B inline nnu on-stick pexxnume Ha KapTy NpyM UCMOb30BaHNN OBYX NOPTOB.
3annaHunpoBaHbl TecTbl. KapTa E810-2CQDA2 umeeT LWMPOKKIA Npodub 1
YBENYEHHbIE pa3Mepbl 0THocuTenbHO E810-CQDA?2, yTo TpebyeT onpeaeneHHoro
Koprnyca cepsepa.

- mIx5 (ConnectX-4, ConnectX-4 Lx, ConnectX-5, ConnectX-6, ConnectX-6 Dx,
ConnectX-6 Lx, ConnectX-7)

Kapta NVIDIA (Mellanox) MCX623106AN-CDAT (2x100GbE) cornacHo oTyeTa
Test 3 NapaHTMpoBaHHO obpabaThiBaeT Ao 200Gbps in + out Tpaduka B inline nnn
on-stick pexxmme Ha kapTy. Ho He nogaepxusaeT RSS ans PPPoOE Tpadguka, 4To
KpuTnyHo ans BRAS.

Ansa BRAS PPPoE Heob6xopumo ucnonbsoBatb 100G kapThl TonbKo Intel (Ha
kaptax NVIDIA (Mellanox) HeT nopgaep>xku RSS npna PPPoE Tpaduka, RSS

no3BoNfieT caenaTh NpeaBapuTenbHyl0 OanaHcMpoBKy Tpaduka Ha caMon

KapTe M pacnpeaenuTb NOTOKU Cpeau AucneT4epos)



https://fast.dpdk.org/doc/perf/DPDK_25_11_Intel_NIC_performance_report.pdf
https://en.wikipedia.org/wiki/Internet_Mix
https://fast.dpdk.org/doc/perf/DPDK_25_03_NVIDIA_NIC_performance_report.pdf

Monaepxka Bypass

|Pean|/|3osaHa ans kapT npomnssoacTsa Silicom 100GbE, 40GbE, 10GbE n 1GbE

MnaTtdopma CKAT 3anyckaeTcs ToAbKo nog ynpasneHnem OC VEOS.

A

Mpu nopbope obopyLoBaHUA y4uTbiBanTe MHGMOPMALMIO B pasfene
MpumMeyvaHus K obHoBneHnsam VEOS

PeKOMeHAVEMbIe TpEGOBaHMﬂ

Mpon3BOAMTENBHOCTL CEpBEpa ONpeaensaeTcs UCXOAs U3 NUKOBbIX 3HaYeHU Tpaduka B KaHane. Mpu
Bbibope CPU, RAM Heo6x0AMMO y4nTbIBaTh, YTO pacyeT NpeacTaBieH A1 CUMMETPUYHOro Tpaduka,
KOTOPbI B Ka)XA0M HanpaBieHUN He NpeBbIaeT YKa3aHHble 3HaYeHNs. DTO 03Ha4aeT, 4To Npu
yCTaHOBKE B pa3pbliB A1 NMKOBOro Bxoasuwero Tpaduka 12 rémut/c (Max IN Tpacduk) Heobxogmmo
npuobpetaTtb AnueHsmnto CKAT-40 n nnatgopmy ¢ napametpamum oanH CPU ot 12 sanep, RAM oT 64GB.
Heobxoaumo oTkno4nTh Hyperthreading Ha cepsepe: Npu BKAOYEHHOM HT Mbl HEe MOXeM
rapaHTUpOBaTb KOPPEKTHY0 paboTy cepsuca.

RAM, GB
Heob6xoauMo B Packet per
apuaHTbl
ycTaHaB/MBaTh second B
KonuuyectBo T™MNa u Kon-Bo
Max Monynu . MunnuoHax Konuyectso Konunyectso
Max IN apep Ha konuyectea |Public 6
Tpaduk ouT Bepcus ommn CPU namsaTH BO Bce noptos ans  |IP npu 3 aboHeHTOB KOHM‘{eCTBO HOBBIX
Tpaduk|CKAT QAMH . |KaHanbl 6asoBon (1Mbps per (ceccuu ceccun B
réur/c C YacToTOoM noaknovyenne B NAT X
réur/c npoueccopa [, . YacTtoTe subscriber) CeKyHay
ot 2,5y Ha in-line nnn pool CPU ot
MaTepPUHCKOIH on-stick 2,5y
nnate
o 3 o 3 CKAT-6 |4 16 6x1G, 2x10G |100 1,5Mpps (3K 3M 100K
no5 no5 CKAT-10 |6 32 2x10G 500 1,5-2M pps (5K 5M 200K
no010 |mo 10 |[CKAT-20 |6 48 2x10G, 4x10G |1000 (3-4Mpps |10K 10M 300K
1020 |1020 |CKAT-40 |12 64 gﬁgg 225G 15000 l6Mpps |20k 20M 400K
18 Intel 8x10G, 4x25G,
no30 |no30 |[CKAT-60 6242R 96 2x40G, 2x100G 3000 |9M pps 30K 30M 600K
22 Intel 8x10G, 4x25G,
no40 |no40 |[CKAT-80 6248R 128 4x40G. 2x100G 4000 |12M pps 40K 40M 800K
28 Intel
6258R 10x10G,
0050 |mo50 |CKAT-100(26 Intel 5320|160 4x25G, 4x40G, (5000 |15M pps 50K 60M 1000K
32 AMD 2x100G
7502P
12x10G,
0060 |3060 |CKAT-12084AMD 7713)9; 6x25G, 6x40G, (6000 [18M pps 60K 72M 1200K
64 AMD 9534
2x100G
14x10G,
1070 |n070 |CKAT-140[84AMD 7713|149, 8x25G, 8x40G, |7000 [20M pps  |70K 88M 1300K
64 AMD 9534
4x100G
20x10G,
10100 |10100 |CKAT-2008% AMD 7713|,5¢ 8x25G, 8x40G, |10000 |22M pps | 100K 120M 1500K
64 AMD 9534
4x100G
16x25G,
0150 |go 150 [CKAT-300(96 AMD 9654|384 10x40G, 12000 (27M pps 150K 180M 1700K
6x100G
128 AMD 16x25G,
00200 |go 200 [CKAT-400 512 14x40G, 15000 |(33M pps 200K 240M 2000K
9754
8x100G
160 AMD 24x25G,
10300 |mo300 [CKAT-600 768 16x40G, 20000 (37M pps 250K 300M 2500K
9845 10x100G



https://www.silicom-usa.com/pr/server-adapters/networking-bypass-adapters/100-gigabit-ethernet-bypass-networking-server-adapters/p4cg2bpi81-bypass-server-adapter/
https://www.silicom-usa.com/pr/server-adapters/networking-bypass-adapters/40-gigabit-ethernet-bypass-networking-server-adapters/pe340g2bpi71-server-adapter/
http://www.silicom-usa.com/pr/server-adapters/networking-bypass-adapters/10-gigabit-ethernet-bypass-networking-server-adapters/pe210g2bpi9-ethernet-bypass/
http://www.silicom-usa.com/cats/server-adapters/networking-bypass-adapters/gigabit-ethernet-bypass-networking-server-adapters/
https://wiki.vasexperts.ru/doku.php?id=veos:installation
https://wiki.vasexperts.ru/doku.php?id=veos:installation
https://wiki.vasexperts.ru/doku.php?id=veos:changelogs
https://wiki.vasexperts.ru/doku.php?id=veos:changelogs
https://ark.intel.com/content/www/us/en/ark/products/199352/intel-xeon-gold-6242r-processor-35-75m-cache-3-10-ghz.html
https://ark.intel.com/content/www/us/en/ark/products/199352/intel-xeon-gold-6242r-processor-35-75m-cache-3-10-ghz.html
https://ark.intel.com/content/www/us/en/ark/products/199351/intel-xeon-gold-6248r-processor-35-75m-cache-3-00-ghz.html
https://ark.intel.com/content/www/us/en/ark/products/199351/intel-xeon-gold-6248r-processor-35-75m-cache-3-00-ghz.html
https://ark.intel.com/content/www/us/en/ark/products/199350/intel-xeon-gold-6258r-processor-38-5m-cache-2-70-ghz.html
https://ark.intel.com/content/www/us/en/ark/products/199350/intel-xeon-gold-6258r-processor-38-5m-cache-2-70-ghz.html
https://ark.intel.com/content/www/us/en/ark/products/215285/intel-xeon-gold-5320-processor-39m-cache-2-20-ghz.html
https://www.amd.com/en/products/cpu/amd-epyc-7502p
https://www.amd.com/en/products/cpu/amd-epyc-7502p
https://www.amd.com/en/products/processors/server/epyc/7003-series/amd-epyc-7713.html
https://www.amd.com/en/products/cpu/amd-epyc-9534
https://www.amd.com/en/products/processors/server/epyc/7003-series/amd-epyc-7713.html
https://www.amd.com/en/products/cpu/amd-epyc-9534
https://www.amd.com/en/products/processors/server/epyc/7003-series/amd-epyc-7713.html
https://www.amd.com/en/products/cpu/amd-epyc-9534
https://www.amd.com/en/products/cpu/amd-epyc-9654
https://www.amd.com/en/products/cpu/amd-epyc-9754
https://www.amd.com/en/products/cpu/amd-epyc-9754
https://www.amd.com/en/products/processors/server/epyc/9005-series/amd-epyc-9845.html
https://www.amd.com/en/products/processors/server/epyc/9005-series/amd-epyc-9845.html

RAM, GB
Heob6xonuMo B Packet per
apuaHThl
ycTaHaBauBaTh second B
Konunyectso W LER Kon-Bo
Max Monynu . MmunnuoHax Konuyectso Konunyectso
Max IN apep Ha konuyectBa |Public 6
Tpaduk ouT Bepcus omun CPU namaTH BO Bce noptos ans  |IP npu 3 aboHeHTOB Konwtecnao HOBBIX
rowT/c Tpadpuk|CKAT Lc yacroron KaHanel noakodYenmnels NAT 6asoBon (1Mbps per (ceccuu ceccun B
réur/c npoueccopa | # yacTtoTe subscriber) CeKyHay
ot 2,5y Ha in-line nnm pool CPU ot
MaTepPUHCKOIH on-stick 2,5y
nnarte
192 AMD 28x23G,
10400 |po 400 [CKAT-800 1024 20x40G, 24000 |[40M pps 300K 360M 3000K
9965 12x100G

Ba)xHble MOMeHTbI Npy noabope cepeepa:

1. MO CKAT mcnonb3yeT TONIbKO OAMWH NpoLEcCcop M3-3a BJINAHUA Ha

npoussoamTensHocTb NUMA ons ABYyXnpOLECCOPHbIX KOHDUTYpaLIni.

. Mpwn BbIbOpe CPU HeobxoaumMo yunTbiBaTh Da30BYI0 4acTOTY, YEM Bbille
YacToTa, TeM 60Jblle NPOU3BOANTENIbHOCTb.

. PekomeHpyeTtca bOpatb obopymoBaHue ¢ 3anacom 20-30% ot
nnaHupyeMoro TpaduKa, € uenblo npeaoTepalleHUs neperpysku npu
DDoS aTakax u BO3MOXXHOCTM pocTa B Oyaywiem K npumepy, NS AULEH3NN
CKAT-40 B3aTb nnaThopmy CKAT-60.

. Ncnonb3oBaHue 100G vHTepdencoB BO3MOXHO TOJIbKO MpU MOCTaBKe
naaTgopMbl Yepes NnapTHepa C Lesibio KOHTPOJIA cneundmrKkaumm cepsepa.

. Ncnonb3oBaHue onuuun MonucuHr BuptyanbHoro kaHana (vChannel)
n/vnn MNonucuHr OOwero KaHana BneyeT AOMNOJHUTENbHbIE BHYTPEHHME
ON1OKNPOBKM, YTO CHMIXAET MPOM3BOAUTENBHOCTb cucTeMbl Ao 40G (npwu
ncnonb3oBaHum TBF) n go 20G (npw ncnonb3oBaHmm HTB) cymmapHoro Tpaduka
Ha vChannel nnun Ha obLem KaHase BHe 3aBUCUMOCTY OT KOJIMYeCTBa aaep.

. Kaxpble 256 nyonuunbix IP appecoB B NAT Pool (nopcetb /24)
notpebnsioT 5GB RAM. /23 = 10GB, /22 = 20GB, /21 = 40GB, /20 =
80GB, /19 = 160GB.

. B 3aBucumocTyn oT obbema MapLIpyTHOM MH(POPMaLUK, LONOAHUTENbHO ANA
MapuwpyTusatopa (Soft-Router) norpebyercs 4-8GB namaTwm.

TpeboBaHusa aona yctaHoBKu Ha VM

MO CKAT moxeT bbITb yCcTaHOBNEHO Ha BupTyanbHyto Mawwmnny (VM).
K VM npenbasnawTcs cnepyowmne TpeboaHms:

e [vnepsusop: VMware, KVM

e CPU He meHee 4 agep ¢ YacToTonm oT 2,5 T
e RAMoT 8ThH

e [Inckosoe npoctpaHcTeo oT 20 I'b

lpoBepka noarotoekn VM gns tecra:

OC CentOS: cat /etc/redhat-release


https://www.amd.com/en/products/processors/server/epyc/9005-series/amd-epyc-9965.html
https://www.amd.com/en/products/processors/server/epyc/9005-series/amd-epyc-9965.html
https://ru.wikipedia.org/wiki/Non-Uniform_Memory_Access
https://wiki.vasexperts.ru/doku.php?id=dpi:dpi_options:opt_shaping:shaping_multi
https://wiki.vasexperts.ru/doku.php?id=dpi:dpi_options:opt_shaping:shaping_multi
https://wiki.vasexperts.ru/doku.php?id=dpi:dpi_options:opt_shaping:shaping_settings

Cent0S Linux release 8.5.2111 (Core)
OC VEOS: cat /etc/*releas* nnu cat /etc/system-release

VEOS release 8.7 (Sakhalin)

RAM: cat /proc/meminfo

MemTotal: 16254744 kB

MpoBepka npuHafieXxHoOCTH Bcex aaep kK ogHomy CPU: grep "physical id" /proc/cpuinfo |sort -u
physical id 1 0

KonnyecTso agep: grep "cores" /proc/cpuinfo |sort -u

Cpu cores 4

NHTepdencos 0omkHO ObITb He MeHee Tpex (OBa ons Tpaduka v 0ANH AN aAMUHUCTPUPOBAHNSA):
Ispci | grep Ethernet

Ob:00.0 Ethernet controller: VMware VMXNET3 Ethernet Controller (rev 01)

13:00.0 Ethernet controller: VMware VMXNET3 Ethernet Controller (rev 01)
1b:00.0 Ethernet controller: VMware VMXNET3 Ethernet Controller (rev 01)

Ona pabotbl DPI B BupTyanbHOW cpene HeobxoaumMo B HaCcTpomkax Security
BMPTYyaJibHbIX CETEN, B KOTOPbIX COCTOAT in_dev 1 out_dev paspelwnTsb:

@ e Promiscuous mode Accept
e MAC address changes Accept

e Forged transmits Accept

PekoMeHpoOBaHHaA pa3MeTKa d)aﬁﬂOBOﬁl CUCTEMbI

FS popmaT: extd

Tvn gucka Tun RAID
2x960GB SSD SATA|RAID-1

Touyka MOHTUpOBaHuA|Pa3zMep noruyeckoro paspena, GB/Tun gucka

/boot 1 2x960GB SSD - RAID-1
/ 128 2x960GB SSD - RAID-1
/SWAP 4 2x960GB SSD - RAID-1

/var All available 2x960GB SSD - RAID-1




1)
€CJ11 Balla KapTa HE BXOAUT B CMNCOK OTTECTUPOBaAHHLIX, TO r|0Tpe6yeTc;| agantaumsa MO,

pa3paboTka 1 AOMNOSHUTENbHOE TECTUPOBAHNME
2

KOHKPETHbIN CMNCOK MOAENEN He NPUBOANTCSA, TaK Kak eCTb 04eHb 6onbLuon Beibop nponssoanTenen
3TUX KapT: oT camoro Intel go 6peHampoaHHbIX Huawei, HP, Dell, Silicom, Advantech, Lanner,
Supermicro, Silicom 1 0ecaTKOB APYrux, a Tak)Xe BCTPOEHHbIE KapTbl HA MaTEPUHCKOM NiaTe Wan B
coctaBe SOC
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